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The dairy industry globally serves millions, creates employment 

opportunities, and contributes to GDP and livelihoods, supporting 

numerous farmers and milk processors, and contributing to the GDP of 

many countries. Even with the high number of cows, a variety of 

illnesses such lameness, mastitis, metritis, foot and mouth disorders 

have a significant impact on the milk output. This demands the growth 

of smart methods to assist dairy producers in keeping an eye on the 

health, nutrition, and general well-being of their cows. To identify 

noteworthy bovine occurrences and illnesses, this research uses 

Machine Learning (ML) methods such as Extreme Gradient Boost 

(XGB), Naive Bayes (NB), and Perceptron. In order to uncover complex 

relationships and unearth undiscovered information about the 

characteristics and occurrences of bovine’s disease like Acidosis, 

Calving, Estrus, Lameness, and Mastitis. We closely scrutinize four 

distinct datasets. Metrics like as Area under the Curve (AUC), F1 score, 

accuracy, precision, recall, and Receiver Operating Characteristic 

(ROC) curve are used to evaluate performance. When it comes to 

identifying estrus events, XGB has the best detection accuracy score 

92.59%, whereas XGB can detect a variety of events and disease with 

the highest recall 100% and the highest precision 95% and AUC of 0.962 

when it comes to identifying calving, mastitis, and lameness. 
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INTRODUCTION 

A major obstacle to the world's food security is the prevalence of illnesses in dairy herds, 

which affects the dairy industry. Bovine diseases include lameness, mastitis, estrus, 

acidosis, and complications during calving present serious problems for farmers all over 

the world. These medical conditions put the general health of the herd in danger in 

addition to reducing production and raising veterinary expenses. Since dairy products 

satisfy the nutritional needs of millions of people worldwide, early identification and 

mailto:120214200040@ncepu.edu.cn
mailto:sarangshaikh55@gmail.com
mailto:bismah@iqra.edu.pk
mailto:sajidyasin@iqra.edu.pk
mailto:basithq@smiu.edu.pk


 

 

 

The Asian Bulletin of Big Data Management                                                 Data Science 4(1),82-96 

efficient disease management are critical to the sustainability and resilience of the dairy 

business. Furthermore, the economic consequences of disease outbreaks in dairy herds 

can be severe since they can lead to the loss of valuable breeding stock and lower the 

herd's market value. Due to the large number of animals and subtle symptoms, diseases 

in bovine cattle might be challenging to diagnose. Conventional techniques take an 

extensive amount of time, are arbitrary, and are liable to error by human beings. Recent 

advances in technology like machine learning have made detection of diseases more 

affordable and accessible than ever. To identify conditions like mastitis (N. Abdul Ghafoor 

et al., 2021), acidosis (Wagner et al., 2020), lameness (C.Post et al., 2020), calving (C.A. 

dos Santos et al., 2022), and estrus (Wang J et al., 2020), researchers have created ML-

based algorithms. Individual cow health is continuously monitored by these ML-based 

systems using data from multiple sources, including sensors (Gertz et al., 2020), cameras 

(Wang et al., 2023), wearable (Alipio et al., 2022), and electronic health records 

(Mancuso et al., 2023). 

In the reproductive cycle of dairy cows, calving is a crucial stage. The health and safety 

of the cow and the calf depend on the prompt diagnosis of calving. Failure to properly 

diagnose and manage calving can lead to a multitude of complications like dystocia 

and postpartum diseases. For the cow, it can result in uterine infections, retained 

placenta, and even death. Additionally, the calf may suffer from inadequate colostrum 

intake, which can weaken their immune system and make them more susceptible to 

diseases. Therefore, it is essential for farmers to closely monitor calving and seek veterinary 

assistance if any issues arise to ensure the well-being of both the cow and calf. To this 

aim, researchers have investigated a variety of strategies and tactics which includes 

animal behavior (Cantor et al., 2022), Acoustic monitoring has been utilized to detect 

distinct vocal patterns associated with calving (Alexander C. et al., 2020).  

Mastitis, or inflammation of the breast gland, is often caused by a bacterial infection. It is 

a common, prohibitive disease that results in lower-quality and less milk produced by 

dairy cows. Bacteria like Escherichia coli or Staphylococcus aureus that enter the udder 

through the teat canal cause the infection. Unsanitary circumstances, contaminated 

bedding, or poor milking hygiene can all contribute to this. In order to stop the bacteria 

from spreading and preserve the herd's general well-being, immediate and effective 

control measures are essential. To tackle this circumstance, several machine learning 

techniques are used, including milk composition analysis (Ebrahimie E et al., 2021), and 

somatic cell counts (Bobbo T et al., 2021). The natural period of sexual receptivity known 

as estrus in female cows is the center of the reproductive cycle.  

Accurate estrus identification is essential for optimal reproduction, productive breeding 

management, and high breeding yields. Reproduction is maximized and breeding 

success rates are increased when farmers are able to determine the ideal time to breed 

cows through accurate estrus detection. To achieve this target many researchers utilized 

multiple techniques such as bovine body temperature (Burnett et al., 2020), and using 

motion sensors and accelerometers for sensor-based tracking of cow activity pattern 

(Arcidiacono, C. et al. 2020). Acidosis is a metabolic disorder that dairy cows may 

experience due to a high-energy diet and an imbalance in the rumen's pH level. When 

the rumen's pH falls below normal, it can cause acidosis, which upsets the delicate 

balance of bacteria involved in digesting. Along with other health problems, it results in 

poor milk output and decreased feed consumption. Acidosis can cause lameness, 
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digestive problems, and in extreme situations, even death if treatment is not received. 

Several researchers use techniques to early detection which includes observing the feed 

intake (Jaramillo-López et al., 2017), and rumen pH level (Gündüz, K.A. et al., 2022). 

Lameness in dairy cattle is a major risk to the animals' health and financial success. It is 

often caused by trauma to the legs and feet, which limits the cow's range of motion and 

produces agony. Lameness has two effects: it lowers productivity and increases the risk 

of different medical conditions. Additionally, as lameness prevents cows from moving to 

the feeding area, their nutrition may suffer and their milk production may be reduced. In 

order to accomplish early lameness detection, researchers have investigated a variety 

of approaches and strategies, utilizing machine learning's potential such as such as 

accelerometers, pressure mats (Taneja et al., 2020) to get the data to cope it earlier.  

Through enhancing dairy productivity, insuring stability in the dairy sector, and enhancing 

animal welfare, artificial intelligence and machine learning are transforming medicine. 

Artificial Intelligence (AI) can provide real-time monitoring and automation, give non-

invasive examinations, control complex data, and identify cattle diseases early through 

the use of ML models. Lameness, calving, estrus, mastitis, and acidosis are among the 

common disorders that dairy cows suffer from. Technology and veterinary medicine have 

a collaboration that goes beyond health to include sustainable farming methods. 

Modern AI advancements have paved the way for innovative methods of disease 

diagnosis, such as general medicine predictive algorithms (Nadeem, G. et al., 2023), and 

have demonstrated promise for a range of medical applications. 

This research aims to develop a ML system for detecting physiological and pathological 

events in cows, specifically identifying and categorizing five major types of common cow 

diseases and events. GEA Farm Technology's CowView system in Bönen, Germany, will 

be used for training the system, which will be organized into four data sets. These sets 

contain information on 11 different types of events and 386 individual Holstein breed 

cows. These eleven different event types were categorized into three states: Six of the 

events included health, two involved reproductions, and three were stress-related events 

(Lardy, et al., 2022). Binary classification is selected, targeting events or diseases that will 

either occur or not. Various algorithms, including Extreme Gradient Boost, Naive Bayes, 

and Perceptron model, is applied to determine the probability of an event or disease 

occurring. Hyper-parameter tuning is performed to achieve the best performance for 

each machine learning model (Nadeem, G. et al., 2023). The XGB model performed 

better than other models in identifying and categorizing bovine illnesses and events on 

all accuracy measures.  

The fields of agricultural informatics and bovine health management both benefit greatly 

from this study's gains. We provide a novel strategy that leverages machine learning and 

artificial intelligence to improve overall dairy productivity, reduce financial losses, and 

improve the accuracy of disease detection. The proposed automated disease detection 

system has the potential to revolutionize the dairy industry and benefit farmers, 

veterinarians, and other stakeholders by promoting early intervention, improving animal 

welfare, and optimizing dairy output. Our system employs cutting-edge algorithms 

capable of instantaneously analyzing huge amounts of data, thereby enabling the 

prompt administration of suitable medication and the early detection of diseases. This 

lessens the chance that infectious diseases may infect the cattle while also conserving 

valuable resources. Early disease diagnosis also enables caretaker to reduce losses by 
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halting the disease's spread.  This paper is organized as follows. After this introduction, we 

review the related work in the field of bovine welfare event detection systems. Then, we 

present the methodologies and ML model implementation that we used in this study. 

Next, we describe the data sets that we collected and processed for the model’s training 

and testing phases. After that, we report the performance analysis and a comparison of 

AI model evaluations. Finally, we draw the conclusions and discuss the future work. 

RELATED WORK 

A number of researchers have investigated machine learning methods for the purpose 

of identifying or forecasting the emergence of different health problems. Nevertheless, 

just one or three diseases have been the focus of each investigation.  Precision livestock 

farming (PLF) is a technology that uses sensors, data analytic, and machine learning to 

monitor and manage livestock production more efficiently (A.Sharma eet al., 2021). This 

approach can improve animal welfare and productivity by monitoring animal behavior, 

health, and environmental conditions. PLF can optimize feeding strategies and reduce 

waste by monitoring feed intake and growth rates. However, challenges such as data 

privacy and implementation costs need to be addressed to fully realize the potential of 

PLF in livestock production (A.Sharma eet al., 2021). 

Researchers (Wang J et al., 2020) have improved dairy cow estrus detection and 

prediction by applying machine learning methods. They examined several algorithms, 

such as SVM, ANN, and BPNN, using data from a herd. When it came to estrus prediction 

and detection, the BPNN algorithm with a 0.5-hour time frame had the best accuracy. 

This study shows how machine learning algorithms might boost overall production and 

reproductive efficiency in dairy farming. The study emphasizes how crucial cutting-edge 

technologies like artificial neural networks (ANN) are for breeding choices, which 

improves reproductive efficiency (Wang J et al., 2020). 

The study (X. Zhou et al., 2022) predicts common digestive diseases in dairy cows, such 

as metritis, mastitis, and lameness, using machine learning algorithms. XGB, Random 

Forest, KNN, and Rpart were among the eight algorithms the researchers used to create 

a predictive model. The Rpart method delivered the best results, with precision, 

accuracy, and AUC of 92.86%, 81.58%, and 0.908, respectively, reflecting that the models 

achieved great accuracy. In order to increase cow production and health, the study 

highlights the value of implementing cutting-edge technology like machine learning 

algorithms in dairy farming. It also emphasizes the need of early detection and treatment 

of these illnesses. The study emphasizes how crucial it is to use modern tools to protect 

dairy cows' health and welfare (X. Zhou et al., 2022). By utilizing various machine learning 

models to anticipate bovine events and diseases in the specified data-sets (Lardy, et al., 

2022), the proposed work appears to be the first of its kind when compared to the 

aforementioned studies. 

METHODOLOGY 

In this study, we leverage data-sets that inherently possess target classes, making 

supervised machine learning the preferred approach for our predictive system, the entire 

flow of the proposed system is illustrated in Figure 1. The system involves acquiring data 

from four distinct data-sets, preprocessing it, and allocating them for training and testing. 
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The data is partitioned into training and testing phases, with a 80% training to 20% testing 

ratio. The data-sets are then used to train various ML models using Python 3.10.6 and 

libraries like SciKit-Learn, numpy, pandas, and tensor flow. Post-training, a rigorous 

validation process evaluates the performance of the models, culminating in a 

comparative analysis across various accuracy parameters. The ML process is meticulously 

structured, utilizing cutting-edge tools and methodologies to extract meaningful insights 

from complex data sets. 

 

Figure 1. 
Block diagram of entire proposed method. 

DATA ACQUISITION 

The data used in the study was gathered by GEA Farm Technology's CowView system in 

Bönen, Germany (Lardy, et al., 2022). Data is gathered using a tag attached to each 

cow's neck collar emits radio waves, which are picked up by antennae throughout the 

barn and used to triangulate the cow's position. Based on its position, one can deduce 

the cow's activity. Dataset is composed of four data-sets, the data-sets contains the 

information of 386 Holstein breed unique cows with a tag id, date, hourly scale 

aggregation of individual activity, time spent in ‘eating’, ‘resting’ and in walking ‘in alleys’ 

are in unit seconds for each hour scale and observed the occurrence of 11 types of 

events for each data-set, illustrated in table 1. Maintaining the Integrity of the 

Specifications. 

Table 1.  

Frequency of events occurrence in data-sets 

Events 
Occurrence 

Dataset-1 Dataset-2 Dataset-3 Dataset-4 

Calving 8 0 0 171 

Ruminal Acidosis 0 271 0 0 

Accidental Events 0 0 0 15 

Mixing 72 0 0 0 

Management Changes 0 168 0 2581 

LPS injection 27 0 0 0 

Estrus 41 7 26 257 
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Lameness 4 16 0 114 

Other Disease 10 8 0 66 

Mastitis 9 3 0 32 

Other Disturbance 173 671 0 12223 

DATA PRE-PROCESSING 

One essential function is data pre-processing in determining the final performance of 

machine learning models (Habib, Beenish et al., 2022). It involves data cleaning as Missing 

values may seriously affect the accuracy as well as reliability of machine learning models, 

thus it's critical to manage them properly. It assure the models are trained on accurate 

and comprehensive data by removing null values and setting undefined data to zero. 

Similarly, the normalization as the Min-Max scaling approach is a popular technique that 

converts the data to a range between 0 and 1. It is also referred to as feature scaling 

or normalization. This approach divides the result by the range of values after deducting 

the minimum value of each characteristic. Scaling techniques can enhance machine 

learning algorithms' performance and accuracy by putting all features on a same scale. 

This prevents certain attributes from prevailing over others because of their wider range 

of values.  This part also involves balancing the data which is the most critical step of data 

preprocessing because each event or disease in a given data set has an unbalanced 

number of normal and event occurrence states, as illustrated in table 1, which may lead 

the model to biased output on suppress class of dataset.  Finally, it involves Feature 

Selection and the most prominent features that are correlated with each individual event 

and disease are chosen, labelled as EAT, REST, and IN-ALLEYS. 

TRAINING AND TESTING SET 

The training and testing phases are one of the most influential components of research 

strategy, lay the groundwork for creating and comprehensively evaluating specialized 

machine learning models meant for precision-driven cattle disease and event detection. 

To ensure a solid basis for modelling and evaluation, it's been precisely divided our data 

set into training and testing sets using an 80:20 ratio allocation. Notably, this method 

made it possible to integrate four different data sets, all of which added to a 

comprehensive perspective on real-world situations. 

MACHINE LEARNING 

Due to ML algorithms' significant complex data processing capabilities, they are 

frequently utilized in Bovine diagnosis, prediction, and other domains (Liu R et al., 2022). 

To find the optimum model for event/disease detection based on data, four machine 

learning models were used. The selection of classifier models is limited to those that have 

been widely recognized and utilized.  

Extreme Gradient Boost 

Another ensemble tree model is the Extreme Gradient Boosting XGB technique, which is 

a large-scale parallel technique that is trained incrementally and continuously adds new 

decision trees, mathematically it represents the algorithm by the second order Taylor 

expansion equation as in equation 1 (Morde, Vishal. Et al., 2019), where y(t) represents the 
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forecast for the p-th feature example at the t-th increment. An objective loss function L 

represents the mathematical equation. 

𝑳(𝒕) = ∑ (𝟏(𝒚𝒑. 𝒚𝒑
(𝒑−𝟏)) + 𝒇𝒕(𝒙𝒑)) + 𝜽(𝒇𝒕))     

𝒏

𝒑=𝟏
(1) 

The SciKit-Learn package utilizing xgboost, the XGB classifier is built with a hyper-

parameter of n-threads (number of parallel processes) = 1, objective linear logistic, max-

depth = 8, n-estimators is of 450 and eta = 0.3, while the remaining parameters are set to 

their default values. 

Naive Bayes 

Using probability to forecast an object's probability in a classification job, a Naive Bayes 

classifier (NB) is a type of probabilistic machine learning model (Jackins, V. et al., 2021). 

Equation 2 illustrates the Bayes theorem, establishing the core of the classifier.  

             𝑷(𝒚|𝒙) =
𝐏(𝒙|𝒚)𝐏(𝐲)

𝐏(𝒙)
                            (𝟐) 

In this case, variable x indicates attributes and variable y the target class of the event. 

Where P(y) is the prior probability, P(x∣y) is the likelihood probability, P(y∣x) is posterior 

probability and P(x) is the marginal posterior probability. In this case, the method would 

be as in equation 3. 

𝑷(𝒚|𝒙𝟏, … . , 𝒙𝒏) =
𝐏(𝒙𝟏|𝒚)𝐏(𝒙𝟐|𝒚)𝐏(𝒙𝟑|𝒚)𝐏(𝐲)

𝐏(𝒙𝟏)𝐏(𝒙𝟐)𝐏(𝒙𝟑)
        (𝟑) 

Equation 3 shows how to build the Naive Bayes classifier of nature Gaussian using the 

SciKit-Learn module GaussianNB, the alpha is set to 1 and the default values apply to all 

other parameters. The zero probability problem in the NB algorithm is solved by the 

additive smoothing parameter alpha. 

Perceptron 

A simple perceptron model by SciKit-Learn package perceptron is used as shown in 

equation 4, trained using the stochastic gradient descent optimization algorithm and 

activation function by default is step function with an eta of 0.0001 and initially by default 

weights are uniform and other remaining parameters are default values. 

            𝒁 = 𝐟(𝐛 + 𝐱. 𝐰); 𝐙 = 𝐟(𝐛 + ∑(𝒙𝒊. 𝒘𝒊))

𝑵

𝒊=𝟏

              (𝟒) 

Z is the current node's output, f is the activation function, xi is the input from the node in 

the preceding layer with weight wi, and b is the bias to adjust the spectrum of the 

summation value. Figure 2 shows the node model for perceptron model. 
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Figure 2. 

Single perceptron model spectrum for 3 input attributes with weights and bias. 

EVALUATION 

How well a machine learning model performs with new and untrained data determines 

how effective the model is. The optimal configuration method for machine learning 

models was determined by analyzing the accuracy scores in conjunction with the F1-

score, Precession, and Recall values (Habib, Beenish, et al., 2022). The area under the 

curve with respect to ROC curve are also shown against genuine positive and false 

negative data to further support the findings.  

   DATA-SET DESCRIPTION 

There are several data sets available for detecting diseases in cows and monitoring their 

health; the data set utilized in this study was gathered from the Cow-View system (GEA 

Farm Technology, Bönen, Germany), Four data-sets make up the data. The following is 

the structure of the data-sets: A total of 386 Holstein breed unique cows having individuals 

data representing the amount of time spent "eating," "resting," and strolling "in alleys." 

Lastly, a Boolean is given for each of the 11 different categories of occurrences; a 1 

means that the incident of that type was reported for this hour, and a 0 means that it 

wasn't. The INRAE Herbipôle experimental farm in Marcenat, France is the source of data 

sets 1 and 2. Data-sets 3 and 4 pertain to European commercial farms and include 

information on 28, 28, 30, and 300 cows that were observed for six months, two months, 

forty days, and a year, respectively with the approximately losses of 12.45% with the data 

for 107665 hours, 0.2% withholding data for 40246 hours, 10.4% for 26224 hours and 16.47% 

with the data for 2177207 hours (Lardy, et al., 2022). The frequency of events observed in 

each data-sets is in table 2.  The events covered for the training and testing on ML models 

are: Acidosis, Calving, Estrus, Mastitis, and Lameness, other remaining factors are for the 

farm's observed during the data gathering. 

Table 2.  

Unbalanced distribution and frequency of even 
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EXPERIMENTAL RESULTS 

Accuracy ratings and other metric variables are used to determine the best setup 

approach for machine learning models. Equations 5, 6, 7, and 8 present the parameters 

that are utilized to evaluate our trained models' productivity, which are accuracy, recall, 

precision, F1 score, and AUC. We utilized ROC in relation to AUC for our ML approaches' 

performance assessment since it is a more robust performance assessor than a confusion 

matrix. The AUC, which may yield reliable accuracy results even in the presence of 

variations in classifier performance, is computed using the false positive and true positive 

values in the ROC curve. The performance of the classifiers may be evaluated using the 

mentioned metrics, which are represented in this study as (FN), (FP), (TN), and (TP). 

               𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝐓𝐏 + 𝐓𝐍

𝑻𝑷 + 𝑭𝑷 + 𝑻𝑵 + 𝑭𝑵
                      (𝟓) 

 

               𝑹𝒆𝒄𝒂𝒍𝒍 =
𝐓𝐏

𝑻𝑷 + 𝑭𝑵
                      (𝟔) 

 

                                        𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝐓𝐏

𝑻𝑷 + 𝑭𝑷
                     (𝟕) 

 

                   𝑭𝟏 − 𝑺𝒄𝒐𝒓𝒆 =
𝟐 ∗ 𝐑𝐞𝐜𝐚𝐥𝐥 ∗ 𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧

𝑹𝒆𝒄𝒂𝒍𝒍 ∗ 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏
              (𝟖) 

 

When it comes to the values, TP used for "true positives," the frequency of individuals that 

accurately projected to be "positive," and TN here represent "true negatives," the 

frequency of accurately expected to be "negative." False positives (FP) are the 

frequency of individuals that projected to be positive but were in actual negative, and 

false negatives (FN) are the number of individuals who were predictably negative but 

were actually positive (Liu R, et al., 2022), (Abro,et al., 2021) (Abro,et al., 2023). In this 

study, five different events of Acidosis, Calving, Estrus, Lameness, and Mastitis are 

detected using three different machine learning models: XGB, Naïve Bayes, and 

Perceptron. The ROC curve and AUC metric were used to evaluate each model's 

performance for the individual event. The significance of the ROC curve in evaluating 

the performance of predictive models for different events.  The ROC curves for the three 

models for the event of Acidosis are shown in figure 3, while the curves for the events of 

Calving, Estrus, Lameness, and Mastitis are shown in figures 4, 5, 6, and 7. 

 
Figure 3.  

ROC curve for the event of Acidosis. 
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Figure 4.  

ROC curve for the event of Calving 

 
Figure 5.  

ROC curve for the event of Estrus 

 
Figure 6.  

ROC curve for the event of Lameness 
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Table 3. 
Overall accuracy achievement 

 
Figure 7.  

ROC curve for the event of Mastitis 

Model XGB demonstrated the highest performance on event Calving, Estrus, Mastitis and 

Lameness, with AUC values of 0.92, 0.89, and 0.95, respectively. Model Naïve Bayes 

performed closer to XGB on similar events, with an AUC value of 0.88. Perceptron model 

performed the best for the event of Acidosis, with an AUC value of 0.91. This indicates 

that model XGB was the best at distinguishing between the positive and negative cases 

in the dataset, while model Perceptron didn’t perform that much well. The XGB model's 

overall performance analysis for various event detection is outlined in figure 8, similarly an 

overall performance of model which hits the highest metrics are shown in table 3.   

The XGB model is outperforming the Naïve Bayes and Perceptron models due to several 

reasons where one of the most essential is Model Complexity, as the  XGB is an ensemble 

method that builds multiple decision trees and combines them to make a final 

prediction. This allows it to capture complex patterns in the data, making it more flexible 

and accurate. Similarly, in features handling XGB does not make the premise that every 

attribute is independent, in contrast to Naive Bayes.  
 

 

Events Dataset 
Accuracy Precision Recall F1 score AUC 

Model Value Model Value Model Value Model Value Model Value 

Acidosis 2 NB 79.92 NB 84 SPM 83 NB 81 SPM 85 

Mastitis 

1 SPM 80.50 SPM 85 XGB 89 SPM 83 NB 89 

2 XGB 91.09 NB 92 XGB 100 XGB/NB 90 XGB/NB 96 

4 XGB 87.09 XGB 93 NB/SPM 87 NB 88 XGB 93 

Calving 
1 NB 82.56 NB 93 XGB/NB 84 NB 85 XGB/NB 92 

4 XGB 90.18 XGB 92 XGB 85 XGB 90 XGB 94 

Estrus 

1 XGB 92.59 NB 92 XGB 96 XGB 91 XGB 96 

2 NB 87.36 SPM 86 NB 92 XGB/SPM 80 XGB/NB 89 

3 SPM 85.39 NB 90 NB 84 NB 87 NB 94 

4 XGB 83.59 XGB 89 NB 82 XGB/NB 84 XGB 92 

Lameness 

1 NB 86.72 NB 90 XGB/NB 97 XGB/NB 86 XGB/NB 91 

2 NB 84.50 SPM 79 NB 94 SPM/NB 84 NB 89 

4 XGB 89.91 XGB 95 XGB/NB 88 XGB 89 XGB 96 
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Figure 8.  

Comprehensive XGB model's accuracy metrics analysis. 

As a result, it can manage feature interactions more effectively. However, as the 

Perceptron is a linear model, it could not function effectively if the data cannot be 

separated linearly. Despite being computationally fast, Naive Bayes relies heavily on the 

independence of features, which may not hold for many datasets from the real world.  

Therefore, the superior performance of XGB in bovine disease and event detection is the 

attributed to its ability to model complex relationships, handle feature interactions, 

prevent overfitting, and deal with missing values effectively. However, it’s important to 

note that the performance of these models can vary depending on the specific 

characteristics of the dataset and the problem at hand.  

CONCLUSION 

This research presents a thorough review of machine learning for early bovine disease 

fand event detection, highlighting their critical role in enhancing dairy production 

worldwide. The results we have obtained highlight the trans-formative capacity of 

machine learning-driven insights, which may provide farmers with prompt interventions, 

increased efficiency, and decreased financial losses within the dairy sector. Three 

prominent ML models were used: Naive Bayes, Perceptron Model, and Extreme Gradient 

Boost. Across a variety of data sets, the XGB showed strong performance in event 

classification, exhibiting high metrics such as F1 score, accuracy, recall, precision, and 

AUC. Its prognosis for Mastitis was accurate at 91.09%, while its accuracy in detecting 

Estrus was 92.59%. The model also demonstrated potential in early event detection by 

showing high accuracy in Calving detection, Lameness detection, and Acidosis 

prediction. These findings demonstrate how well the XGB detects events in a variety of 

settings and data sources. This research demonstrates the promise of data-centric 
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innovation, paving the way for a future where technology integrates with agricultural 

tradition to create a resilient, efficient, and compassionate dairy farming landscape.  
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