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Digitalization has a major impact on the rate of advancement of 

communication technologies like 5G. However, 5G research is still 

a ways off from satisfying all of the performance and 

manageability needs, especially for data centre networks. 

Network Function Virtualization (NFV) and Software-Defined 

Networking (SDN) are popular solutions used by telecom firms in 

their data centres to address these issues. With the goal of 

streamlining network administration for telecom organisations, this 

paper presents a complete SDN-NFV architecture. Software-

Defined Networking (SDN) and Network Function Virtualization 

(NFV) have brought about significant changes to the evolution of 

interconnect network operations for virtual services. To learn how 

to efficiently deploy, administer, and distribute network services to 

end users, we looked into the SDN/NFV paradigm.  Software-

Defined Networking (SDN) and Network Function Virtualization 

(NFV) are two developing technologies that are explored in depth 

in this collection of research articles. To tackle the ever-changing 

nature of 5G mobile cloud systems, Aissioui et al. (2015) developed 

a distributed SDN/NFV controller that is elastic and built for efficient 

management. Emphasising scalability and flexibility, Alenezi et al. 

(2019) focuses on cloud-based SDN and NFV designs customised 

for IoT infrastructure. 5G networks slice using SDN and NFV is 

thoroughly examined in the comprehensive survey by Barakabitze 

et al. (2020), which classifies methods and addresses forthcoming 

difficulties.  
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INTRODUCTION 

Many businesses, including motor vehicle production, power, medical treatment, media 

outlets, and entertainment sectors, depend on 5G technology. A one-size-fits-all plan, 

however, is unable to satisfy the flexibility, latency as well as reliability, and availability 

requirements of every industry. Architectural changes will be necessary for 5G systems to 

successfully facilitate vertical-specific cases. 5G designs need to provide programming, 

softwarization, and hypervisor to achieve rapidity, flexibility, and cost-effectiveness. To do 

these, two concepts are needed: network slicing and network software. Network slicing 

is a subset of the simulated networking structure that belongs to the same family as 

virtualization of network (NV) technologies such as NFV (network functions virtualization) 

and software-driven networking (SDN), which are closely connected and are driving 

modern networks towards based on software automation. A broad category of 

computer programs that simplifies computer use, layout, tracking, and implementation 

is known as software for networks. By improving programmability, network softwarization 
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allows for more flexibility in network service designs and cost optimization. End-to-end 

logical networks can be instantly created by network slicing. However, because of their 

high latency and low throughput, 5G networks in cellphone companies are limited in 

terms of agility and rapidity (Patil & Bhat, 2012). Therefore, in order to improve the user 

experience overall, it is now necessary to perform all network-related activities with the 

lowest degree of delay, which is achieved through border cloud interactions. It is possible 

to improve Edge communication via cloud scenarios by combining SDN with NFV. How 

combinations of SDN and NFV might improve edge communication in application and 

cloud ecosystems has been the subject of numerous studies. Software-defined 

networking (SDN) separates the tasks of community administration from those of 

accessible community forwarding. NFV is a method for modelling community operations 

by abstracting community elements onto the most sophisticated hardware. SDN 

operates on the top layer of the community's NFV network, which is the main difference 

between it and NFV. Packet communication between community tools is enhanced by 

SDN. The cultural preservation duties of SDN are managed by a remote digital device 

that can be placed anywhere in the community. SDN provides resources for addressing 

community coverage duties and routing-related tasks, while NFV arranges community 

features rather than just regulating them (Ray Kumar, 2021). 

To enable 5G technology, we concentrate on the pairing of SDN and NFV in this study. 

In a variety of operational contexts, this integration allows for a quicker pace of problem-

solving times. Furthermore, we acquire network performance concerning network traffic 

in data centers. The following is a summary of this study's primary contributions. A 

combined SDN-NFV architecture to streamline network administration tasks. Altering the 

communication system at the computational level that supports NFV devices by 

substituting DPDK and SR-IOV for the default virtual switch (Kamarudin & Zabidi, 2023). An 

assessment of the suggested technology's scalability and network performance in 

comparison to legacy design (SDN-only). 

Software network functions are implemented with the use of the Cloud platform 

Cloud computing provides an ideal network solution for providing a wide range of 

services. Virtual network activities and platforms as a service, software and software as a 

service, and virtual hardware as a service are all part of this category. Cloud networks 

are characterised by their global serviceability, theoretically infinite capacity that adjusts 

to evolving demands, tremendous resilience and security, and the ability to provide 

metered service. Through the cloud, infrastructure providers will make their digital 

hardware resources accessible to customers all over the world. Network vendors will 

construct virtual networks and virtual network functions (VNFs) using this global availability 

offering for their clients, who are the actual network operators. The internet service 

provider will build networks for its customers who are network operators and will utilise 

them for business purposes. According to Kamarudin and Zabidi (2023), service providers 

can provide software services and apps for end users, who are the ultimate consumers 

of network services. Internet access for social media, work-related software for use at 

home or the office, access to up-to-date information, webinars, and other networking 

conveniences are all possible. Service on demand, multiple assessed service quality for 

wide network access, pooling and sharing of infrastructure resources, and self-service 

through a simple interface are all desirable qualities that future generation networks will 

need, and these are all inherent to the idea of cloud networks. Connecting 
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geographically separated data centres over high-bandwidth connections enables the 

concept of distributed computing networks. Those data centres house a plethora of 

server pools and virtualization-ready network gear. The infrastructure's broad popularity 

means that research and testing to build stronger software virtual frameworks and 

improve them over time may be done at a low cost (Ray Kumar, 2021). 

Cloud services have the ability to improve the global market and save a lot of money. In 

addition to utility-based computing for less experienced users, they can initiate 

advanced features like distributed computing and autonomous computing. By offering 

extremely reliable network services, they guarantee high availability and redundancy. 

Network protocols guarantee safe data transfer while maintaining authenticity and 

confidentiality. Computer virtualization frameworks are utilized by cloud networks to 

provide multitenancy characteristics, which enable the running of numerous apps on 

the same software and hardware platform. Scalability is a big worry, too, since more and 

more people are utilizing the internet and demanding faster data transfer speeds. 

Resources burden the ecosystem since they are costly and need energy. Solutions for this 

need to be low-cost, portable, and cost-effective. The development of a highly 

accessible cloud-based application virtualization infrastructure is essential for the 

effective processing of big data from Internet of Things (IoT) devices and other network 

users. Cloud networks must be able to manage unorganized, semi structured, and 

structured information (Alenezi & Meerja, 2019). 

Work Relating Same Models 

This section highlights relevant recent work that has been done to give a thorough 

understanding of SDN/NFV orchestration for edge cloud interplay, with an emphasis on 

the Internet of Things as a major enabler. SDN-centric 5G-LTE mobile backhaul networks 

can benefit from mobile network-based architectures. The primary bias of this study was 

towards the SD-VMN architecture, which is intended for the effective use of SDN/NFV in 

this field of study, making it incompatible with IoT directly (Alenezi & Meerja, 2019). The 

focus of Farris et al.'s study was the Internet of Things, and only elaborated and analyzed 

security-related issues and architectures. Important security risks in IoT scenarios based on 

SDN were also provided by this study. 

This work did not depict any other kinds of avenues. A serious component of the modern 

networking environment is DDoS attacks. However, the author only covered a small 

number of SDN attack mitigation designs. In this study, no comprehensive explanation 

was provided. A thorough investigation of SFC programming features under the auspices 

of SDN architecture was made possible by Hantouti et al. In this context, they also offered 

open and comparative research challenges. SDN designs to link WSN-5G integration with 

Internet of Things-based cellular networks in their research. The researchers regarding the 

integration of SDN/NFV with designs focused on the Internet of Things. This study's clear 

design demonstrates how adding new architecture types to SDN/NFV could help the 

Internet of Things. 

Concept of Underlay and Overlay Networks 

Figure 1's spine-leaf architecture can meet the requirements of contemporary data 

centres. It allows for the addition and removal of network nodes as needed, resulting in 

little packet loss and low latency. This also affects how data centres (DCs) are 
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architecturally designed and how their network infrastructure develops, both of which 

are crucial to that transformation, as was previously indicated. There are a few things 

about this novel model to think about: (Patil & Bhat, 2012). 

 

Figure 1. 

leaf-spine design (Barakabitze & Hines, 2020) 

 

Adaptability: Enables travel to any location. 

Resiliency: Continue to provide services even when they are harmed. 

Multitenant Volume: Improved workload division inside the network. 

SDN and NFV Compatibility for 5G Technology 

With the goal to merge SDN and NFV, Khan et al. presented a software-defined 

networking virtualization (SDNV) architecture that provides a comprehensive 

understanding of the integration procedure. They presented two potential designs: NFV 

under a controller (NFV-C) and NFV beside the controller (NFV-AC), and they talked 

about the advantages of merging SDN and NFV. There isn't a mathematical model 

available to analyze these structures' performance (Ma & Knopp, 2018). The study by 

Zhang et al. examined how well software switches integrated SDN-NFV and assessed how 

well they performed in four hypothetical situations. According to their research, there isn't 

a single software switch that works best in every situation, therefore it's critical to choose 

the best switch for the job at hand. Potential performance issues in software switches are 
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identified, and design compromises are better-understood thanks to the examination 

and outcomes that have been given. The article outlining the merger's results as 

perceived from the standpoint of operational convenience stands out among the 

related work papers on merging that have been described. Furthermore, a comparison 

between SDN-NFV and SDN alone is presented. To help with comprehending this topic, 

Table 1 presents a contrasting summary of SDN-NFV connection articles that are relevant 

to this experiment (Bonfim & Fernandes, 2019).   

Table 1. 

Comparing the integration of SDN and NFV 
Headline Buildings Participation Analyzed Variable 

Software-Defined 

Network Virtualization 

(SDN-NFV) is a structure 

that combines SDN with 

NFV to provide services in 

the networks of 

tomorrow. 

The suggested solutions 

are Software-Defined 

Networking (SDN), 

networking function 

virtualization (NFV), and 

Software-Defined 

Network Virtualized 

(SDNV). 

In order to address the 

difficult task of 

combining SDN and NFV 

in next-generation 

networks, Duan et al. 

provide a design 

framework that 

incorporates the 

fundamental ideas of 

both models 

((Barakabitze & Hines, 

2020). 

Structure and Design 

SDN and NFV efficiency 

modelling with or without 

the router 

Networking functional 

virtualization (NFV) and 

software-defined 

networking (SDN) 

The functionality of the 

relationship and its 

impact between the SDN 

and NFV regulator (either 

under or apart from the 

control) is analyzed and 

modelled through 

performance evaluation. 

Wait in packet delivery 

Contrasting the 

functionality of cutting-

edge NFV software 

switches 

Single root virtualization 

of input/output (I/O) (SR-

IOV), Data Plane 

Developer Kit (DPDK), 

Software-Defined Net 

(SDN), and networking 

function virtualization 

(NFV)(Yousaf & 

Schneider, 2017). 

Improve your knowledge 

of the compromises in 

design and look for any 

possible obstacles that 

could be limiting the 

functionality of 

programme switches. 

Delay and Efficiency 

Productivity and 

Management-

Complexity Assessment 

of a Layered SDN-NFV 5G 

Network (suggested) 

Single root input/output 

virtualization (SR-IOV), 

Data Plane Deployment 

Kit (DPDK), Software-

Defined Networks (SDN), 

and networking function 

virtualization (NFV) 

-A combined SDN-NFV 

architecture to 

streamline network 

administration tasks. 

-Alterations to the NFV 

devices' underlying 

computing platform in 

the communication 

system, as well as a 

comparison of the 

suggested architecture 

with the conventional 

design (SDN alone). 

Time spent on daily 

working duties, 

efficiency, and 

unavailability 
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Framework for IOT with SDN/NFV 

 

Figure 2. 

Broadened Structure (Ray & Kumar, 2021). 
In order to complete the help anchoring techniques on the information plane, this design 

combines incoming traffic for administrative tying and makes references to arranging 

events, insights, and bundle headers. On the switch is where the configuration (CLA) 

component is located. Because the inquiry is too expensive to even consider being 

carried out on the switch, payload inspection is relocated to the DPI task as an NFV 

module (Alenezi & Meerja, 2019). The information plane will send a protracted OpenFlow 

framework communication to the regulator to inquire about the methods if it senses that 

the approach's tables are being lost. The decision and response will be made by the 

regulation based on the data in the plane's packets and structure states. Such 

relationships between the controlling plane and a data plane are supported by 

OpenFlow. In summary, the extensions lift the challenges of the standard Sd design by 

modifying the switch itself, the NFV modules, and the extended OpenFlow. Any other NFV 

modules have a position in the knowledge plane as well. For the approaches pursued on 

the information plane, the assistance-directed (SR) module on the management plane 

steps in as the point of reference (Jaadouni & Chaoui, 2022). 

Satellite-Powered SDN/NFV configuration 

The Internet of Things' embrace of NFV (Network Function Virtualization) in conjunction 

with the idea of software-defined networking (SDN) creates enormous opportunities for 

boosting system performance and system lightweight for applications in the IoT. Emerging 

wireless technologies are less dependent on hardware when network services are 

integrated into the cloud and network management and operation performance are 

separated from hardware. This increases the diversity and property of the backbone. We 

decide to provide an SDN with NFV design for IoT, but in a satellite-like state, as shown in 

fig 3 below. This idea builds on the SDN architecture for IoT and incorporates a virtualized 

method into the IoT foundation. The SDN concept is reflected in the structure, which 

depends on the NFV technology with a few alterations. The info layer is made up of 

several network resources that have been virtualized as a result of NFV (Ray Kumar, 2021). 
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Figure 3. 

Technology for SDN/NFN supported by satellites (Jaadouni & Chaoui, 2022). 

Since we may have standardized network functions without SDN skills, we tend to assume 

that all virtual networking functions (VNF) in this work are SDN-enabled. Consequently, 

we often refer to SDN-aware virtual network bits as VNFs. To help network providers 

quickly implement new services and ensure that IoT apps receive special characteristics 

like ultra-low latency, customized user environment (location info), and high data 

evaluation, among other things, we have developed an SDN/NFV edge node. One of 

the most important requirements for the sensory web is the ability to create connections 

in extreme real-time between Internet of Things programs involving a huge number of 

devices. The structure in question consists of two primary layers. Following that, VIM and 

the WAN director were able to become members of NFVIPoP thanks to the arrangements 

made by the earthly composer module, also known as the organization of the board 

framework (NMS). The client front end was linked to the unified supervisor and the 

earthbound area (Kamarudin & Zabidi, 2023). 

The combined manager was linked to the satellite area with regard to the satellite 

orchestrator, also known as the satellite NMS. Through an SDN/NFV-prepared satellite 

linked to the satellite-controlled community (SCC) via a VIM, the satellite NMS 

communicated with NFVIPoP or satellite passageways. The remote end of the PCC was 

armed and client networks received useful cell terminals to assist with edge-connected 

IoT devices. This engineering was proposed using Open Flow switches for Ethernet and 

Wi-Fi association to communicate with Horizon content servers and the Open Daylight 
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package devices to customize Horizon processing batches. In this study, we used an 

Open SAND remote fatal simulator, and an Open Flow simulated switch to present a 

prototype design (Alenezi & Meerja, 2019). 

Challenges 

The main obstacles preventing service providers from implementing SDN and NFV were 

ranked in recent industry surveys. The absence of planning, active case studies, and 

competencies required to operationalize SDN/NFV were found to be the main 

deployment obstacles for SDN and NFV. Respondents also identified organizational 

issues, the need for consistent industry standards, and the difficulties involved in 

integrating with third-party VNFs as major roadblocks. Fortunately, the majority of these 

obstacles are temporary problems that companies that provide services can handle. The 

addition of SDN with conventional or current networks, resource management across 

devices, and global network management are among the issues addressed by network 

designers when deploying SDN in the real world (Barakabitze et al., 2020). 

METHODOLOGY 

Procedure for Incorporation 

Establishing connectivity between controllers is the first stage in integrating SDN and NFV 

Controller, as seen in Figure below. Credentials can be swapped via the SDN controller's 

control panel once connectivity has been established. Following the completion of 

authentication, we must establish a Virtual Distribution Switch as a controller-managed 

layer three (Routing) Virtual Network Functional (VNF) interface. We also need to link this 

VNF to the previously established VDS because it is situated on the hypervisor. In parallel 

with this procedure, endpoint-related data is exchanged between the SDN and the NFV 

controller, and endpoints are automatically mapped onto port groups. In order to go to 

the location, we then need to construct a software policy as a card for access from each 

endpoint. The next step is to make any necessary adjustments to the mapped port 

groups. The constructed VNF instance needs to be deployed to the network groups when 

it's suitable (Patil & Bhat, 2012). 

 

Figure 4. 

Procedure for inclusion (Ordonez-Lucena & Folgueira, 2017). 
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Together, NFV and SDN can offer just one networked solution as complementary 

technologies. SDN can provide seamless and versatile interaction between Virtualized 

Network Functions (VNFs), and NFV can use SDN as part of the activity cycle of an 

application. The two latest advancements in the transition away from closed-source 

software and network gadgets are the adoption of software-defined networks (SDN) and 

networking functional virtualized (NFV). Whereas NFV aims to replicate network functions 

and place them on hardware, SDN allows networks to be tailored by separating 

management and knowledge surfaces. Collectively, NFV and SDN, two matching 

techniques, can provide an all-encompassing network strategy. Though SDN can be built 

into NFV's business activity cord, it can also provide mechanical and dynamic interaction 

between Simulated Network Functions (VNFs) (Ordonez-Lucena & Folgueira, 2017). 

Evaluation 

Ensuring that SDN and NFV implementation is suitable for information centre network 

systems is the aim of this component. To accomplish this, we must replace the 

conventional analogue exchange with the Data Plane Development Kits (DPDK) and 

Double Root I/O Transformation (SR-IOV) to alter the network building at the processing 

level that supports NFV gadgets. Subsequently, we evaluate the effectiveness and 

administration of SDN and Dsg-NFV, and the findings indicate a 12 milliseconds reduction 

in duration for the system leaf and an additional 17-minute drop for the surrounding 

branch. In the capacity experiment incorporating SDN and NFV unity, there were benefits 

of thirteen seconds for case 1, two hours for option 2, and ninety seconds for example 3. 

This results in a four-fold reduction in the amount of time needed to handle network 

devices (Bonfim & Fernandes, 2019).  The test's findings show that the design in this 

study when combined and modified, can greatly enhance data centre network 

performance. This rise was caused by the speeding up of packet processing, which 

began with computing and ended with an increase in capacity at the level of data 

centre networking devices. It demonstrated productivity in terms of practical activity time 

as well as manageability. The NFV Controller and SDN connectivity is what leads to the 

aforementioned efficiency. Consequently, this study aligns with the anticipated 

technical objectives. 

CONCLUSION 

In order to address a range of issues raised by other academics in a number of areas, we 

examined a wide range of architecture-related literatures in this study. We provided a 

state-of-the-art assessment on various architectural aspects in SDN/NFV specialized 

virtualization mitigation by incorporating IoT in edge cloud interplay. We also discussed 

the potential role of architecture-centric approaches in the virtualization of cellular and 

next-generation mobile services. After that, we conducted in-depth analyses and 

conversations on the necessity of and strategy for resolving problems with testbed design 

and application development. Lastly, we noted significant unresolved research issues 

that ought to be resolved by following predefined future paths. Thus, by enabling an 

architecture-centric approach and embedding IoT, edge, and cloud to better network 

services, research is crucial and crucially vital overall for SDN / NFV-enabled network 

service virtualized. 
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Give information. Additionally, we want to emulate this architecture and conduct 

additional testing in our upcoming study. Table 1 provides a comprehensive summary of 

SDN-NFV connectivity publications that are pertinent to this experiment in order to aid in 

understanding this subject. The researchers about the SDN/NFV integration with Internet 

of Things-focused designs. The satellite NMS connected to the satellite-controlled 

communities (SCC) through a VIM and connected to an SDN/NFV-prepared satellite that 

interacted with NFVIPoP or spacecraft passageways. Cloud networks need to be able to 

handle structured, semi-structured, and disorganized data. What separates SDN from 

NFV is that the former works on the top tier of the latter's network. This study's main bias 

was towards the SD-VMN construction, which is directly incompatible with IoT since it is 

designed for the efficient use of SDN/NFV in this area of study. Three ideas—network 

cutting, network programs, and network technology—are required to accomplish this. 

(1) A hybrid SDN-NFV system to simplify network management chores. Additionally, a 

contrast between SDN-NFV and Dhcp is provided. 

The simple design of this study shows how the Internet of Things could benefit from 

additional architecture types added to SDN/NFV. Evaluated the performance of 

software switches in four fictitious scenarios and looked at how well they incorporated 

SDN-NFV. Network softwarization increases programmability, which facilitates increased 

adaptability in network service architectures and cost optimization. Software-Defined 

Networking (SDN), virtualization of networking functions (NFV), and Software-Defined 

Networking Virtualization (SDNV) are the proposed solutions. 5G Technology Connectivity 

with SDN and NFV Khan et al. aimed to combine SDN and NFV. Cloud technology is used 

to carry out software network operations. A cloud platform is a great network solution for 

providing a wide range of services. 

 In order to address a variety of issues with SDN/NFV-enabled network service 

virtualization, this study looks at architecture literature. It addresses architecture-centric 

techniques for contemporary mobile and cellular services, examines architectural 

elements in SDN/NFV-specific virtualized mitigation, and talks about testbed design and 

application development challenges. The report highlights the significance of an 

architecture-centric strategy in integrating IoT, edge, and cloud to improve network 

services and lists open research problems. Subsequent investigations will concentrate on 

modelling and verifying this structure. 
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