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This research proposes machine learning—a subfield of artificial 

intelligence-based approaches to forecast bank client attrition. The study 

promotes investigating the possibility of churn through the examination of 

consumer behaviour. In this paper, a method to predict customer churn 

in a bank using machine learning techniques, which is a branch of 

artificial intelligence, is proposed. The research encourages the 

exploration of the likelihood of churn by analysing customer behaviour. 

The number of service providers is increasing very rapidly in every business 

these days. As a result, customer churn and engagement have become 

one of the top issues for most of the banks. In this work, the Random Forest, 

SVC, XGB, LGBM, and Logistic Regression classifiers are employed. A few 

feature selection strategies have also been applied to validate system 

performance and determine which features are more relevant. The test 

was conducted using the churn modelling dataset from IEEE dataset. The 

results are compared to find an appropriate model with increased 

precision and predictability. As a result, when utilised after oversampling, 

the Random Forest model outperforms other models in terms of accuracy. 

The Random Forest model showed a significant improvement in accuracy 

compared to the other classifiers, making it the preferred choice for 

predicting customer churn in the banking sector. The feature selection 

strategies helped identify the most relevant features that contribute to 

accurate predictions. Overall, this study highlights the importance of 

implementing advanced machine learning techniques and feature 

selection methods to enhance customer retention strategies in the 

banking industry. 
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INTRODUCTION 

These days, the market is extremely competitive and dynamic. The availability of 

numerous service providers is the reason behind this. The evolving customer landscape 

and their growing expectations provide issues for service providers. The evolving 

expectations of today's consumers, coupled with their varied needs for connectivity and 

creative, customized solutions, set them apart from earlier consumer generations. To stay 

ahead in this competitive market, service providers must continuously adapt and 

innovate to meet the changing needs of their customers. This requires a deep 

understanding of consumer behavior, market trends, and technological advancements. 

By staying proactive and responsive to customer feedback, service providers can ensure 

they are delivering the high-quality, personalized services that today's consumers 

demand. Additionally, fostering strong relationships with customers through exceptional 

customer service and support can help service providers differentiate themselves from 
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their competitors and build brand loyalty. They have more education and are more up-

to-date on new strategies. Their buying habits have altered as a result of this enhanced 

information, leading to a tendency of "analysis-paralysis"—an excessive amount of 

analysis of the selling and purchase scenario—which eventually aids in the improvement 

of their purchase selections. As a result, it will be difficult for the new generation of service 

providers to come up with creative ways to satisfy and enhance the value for their clients. 

Businesses must identify their customers. By suggesting that firms are under increased 

pressure from the competition to create novel marketing strategies to match customer 

expectations and improve loyalty and retention, Liu and Shih (Fei, D. et al., 201) support 

this claim. According to Canning (Keshavarz, H., et al., 2021), providing more to everyone 

is no longer a practical sales approach, and in an increasingly competitive market, a 

plan that prioritizes the maximum efficient usage of promotion resources is required. 

Businesses have employed technology to help them maintain a competitive edge (Lottu,  

O.  et al., 2023)  

One popular information technology for extracting marketing knowledge and additional 

direction for company decisions is data mining techniques (Mengjing Hao. Et al., 2024). 

Customers can easily move from one organization (Bank) to another in search of better 

rates or service quality. Businesses firmly believe that acquiring new clients is significantly 

more difficult and costly than retaining current ones (N.F. Mansor, et al., 2020). However, 

another big problem for them is providing consumers with dependable facilities while 

under economical while still having a positive occupied relationship with them. To 

address these challenges, companies often turn to data mining techniques to analyze 

customer behavior, preferences, and trends. By leveraging data mining, businesses can 

gain valuable insights that help them improve customer retention, target marketing 

efforts more effectively, and streamline operations (Routh, P., et al., 2021). Additionally, 

data mining can also help companies identify potential issues before they escalate, 

allowing them to proactively address customer concerns and maintain positive 

relationships. Overall, data mining plays a crucial role in helping businesses stay 

competitive in today's rapidly evolving market landscape. 

To overcome these obstacles, they must take into account the needs of their customers. 

They will place a lot of focus on client turnover among these. Customer churn is the term 

used to describe when clients or subscribers discontinue utilizing a company or service. 

When customers or subscribers stop using a business or service, this is known as customer 

churn. Gaining new business for every company requires utilizing its sales and marketing 

resources to go through the sales funnel (Saha, et al., 2023). However, since they already 

have the trust and loyalty of existing clients, customer retention is typically more cost-

effective. Thus, for any firm, having a structure that canister accurately forecast client 

attrition in its early phases is crucial. The goal of this research is to develop a system that 

uses some machine learning approaches to forecast client attrition in the banking 

industry (Tirkkonen, T. et al. 2021). To achieve this, we will gather historical data on 

customer behavior and preferences, as well as demographic information, transaction 

history, and customer feedback. By analyzing this data using machine learning 

algorithms such as decision trees, random forests, and neural networks, we aim to identify 

patterns and trends that indicate a high likelihood of customer churn. This predictive 

model will enable banks to proactively reach out to at-risk customers and offer targeted 

retention strategies, ultimately reducing customer attrition rates and increasing overall 
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profitability. Additionally, by understanding the factors that contribute to churn, banks 

can make strategic decisions to improve customer satisfaction and loyalty, ultimately 

driving long-term success in the competitive banking industry. 

LITERATURE REVIEW 

The examination of customer attrition in the banking industry is a very vast field. In one of 

these studies, (Lalwani, P., et al., 2022), client attrition in commercial banks is predicted 

using the SVM model. For this study, a consumer dataset from a Chinese commercial 

bank with 50,000 records was used. 46,406 legal statistics records remain afterward 

preprocessing records. The linear SVM and the SVM with radial basis kernel function are 

the two types of SVM models that are chosen (Manzoor, A., et al., 2024). The use of under-

sampling considerably increased the classification models' predictive power. Uniform the 

overall valuation parameters are unable to compute the predictive capability of the SVM 

model because of the asymmetric characteristics included in the real profitable bank 

customer churn dataset, which prevents the typical from precisely predicting churners 

(Johnson, J. et al., 2022). The results demonstrate how the random sampling approach 

may be integrated with the SVM typical to knowingly improve systematic ability and aid 

commercial banks in making more accurate churner predictions. However, the study's 

proportion of churners to non-churners was 1:10. In a 1:1 ratio, the maximum result is 

80.84% (Lottu, O.  A., et al., 2024). This is the work's primary flaw, another article provides 

a scientific investigation of the use of data mining to get information from repositories in 

the banking sector (Jain H, et al., 2020).  

Affording to the research, clients whom use additional banking facilities and harvests 

appear to be extra devoted. As an outcome, the bank must focus on selling items that 

meet the demands of its clients who use fewer than three goods. Records on 1866 clients 

at the time of the study are contained in the database that was used. The study is based 

on a neural network-based approach to churn prediction from the Alyuda Neuro 

Intelligence software suite (Z.A. Abas, et al., 2022). It separates Data into three sets: sets 

for testing, authentication, and training. Three categories of characteristics are provided 

in the data analysis process: In the data analysis step, three types of characteristics are 

described: the qualities to be measured, the traits to be refused, and the characteristics 

that are needed. Several unseen layers in the network plan procedure are selected by 

the model. The results of the exercise of the network display that the authentication's 

CCR% is 93,959732.  

The analysis found that the bank provides very well-tailored programs for retirees and that 

there is very little chance of competition due to the high percentage of pensioners in the 

overall number of patrons (691/1886) (Keshavarz, H., et al., 2021). It also highlighted the 

shortcomings of previous studies and suggested an ML-based purchaser churn guess in 

the banking system using the dataset "churn modeling data" to address these 

shortcomings. A churn analysis model was proposed in the study (J. Raj et al., 2019) to 

back telecom operators in forecasting which customers are greatest likely to leave.  The 

system takes advantage of big data platforms and machine learning techniques. The 

model's efficiency is evaluated using the conventional quantity known as the (AUC). The 

telecom operator Syriatel contributed to the dataset that was used in the study. Decision 

trees, random forests, gradient-boosted machine trees (GBM) (Wang, K., et al., 2022), 

and extreme gradient boosting (XGBOOST) (Hancock, J.  et al., 2021) are the four 
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approaches that the model has been used with. The big data stage that was chosen 

was the Hortonworks Data Platform (HDP) (Usman-Hamza, et al., 2024). Almost every 

stage of the product's expansion, counting data examination, function creation, 

software testing, and training, involved the use of spark engines. K-fold cross-validation 

was used to enhance the algorithm's hyper-parameters (Gaur A, et al., 2018). The 

learning model is rebalanced by taking a sample of data to stability the two lessons 

because the mark class is rough. To fit the churn class with the other class, the 

investigation started with oversampling (Dhanawade, A., et al., 2023).  

To reduce the taster size of the wide-ranging class that needs to be associated with the 

additional class, a chance under-sampling technique was also practical. The Decision 

Tree algorithm was the first to be trained, with the hyper-parameter complexity and 

supreme number of nodes being improved. The best findings indicate that 200 trees were 

the ideal number of trees in both Random Forest and GBM. Also, GBM outperformed DT 

and RF in their results. The best AUC value, according to the results, was 93.301% for 

XGBOOST on 180 trees. By installing a new dataset for different times to test the models, 

XGBOOST also produced the best results (89% AUC) when no positive marketing 

intervention was used. According to the study's hypothesis, the phenomena of non-

stationary data models may be to blame for the subsequent decline, necessitating 

further model training.  

METHODOLOGY 

This work aims to predict customer churn in a commercial bank as early as possible using 

efficient data mining methods. This study aims to comprehend and forecast bank client 

attrition. To be more precise, we will use exploratory data analysis (EDA) (Dhanawade, 

A., et al., 2023) at the beginning to pinpoint and illustrate the elements that lead to client 

attrition. In the future, this data will assist us in developing machine learning models that 

will enable us to forecast client attrition. This is an example of a common categorization 

task (Fei, D.  et al., 2021). Which performance indicator we should utilize to optimize our 

machine-learning models is not specified in the job. Accurately distinguishing members 

of the positive class (customers who would churn) is more important for the bank (Geiler, 

L., et al., 2022).  

1. Dataset Description  

The dataset was gathered from Kaggle and used to model churns. The dataset contains 

information on 10,000 bank clients, with the goal parameter being a binary variable that 

shows whether a customer has left the bank or is still a customer. Of these samples, 7963 

were positive class (kept), while 2037 were negative class (exited). The target variable 

displays the binary flag 1 when a customer's bank account is closed and the binary flag 

0 when the client is retained.  Thirteen feature vectors (predictors) total from customer 

data and customer-processed transactions are included in the dataset (Mengjing Hao. 

Et al, 2024).  

2. Exploratory Data Analysis 

• Target Variable: Exited 



 

 

 

The Asian Bulletin of Big Data Management                                                   Data Science 4(3),74-85 

 

As previously stated, the target variable is pre-encoded and has two potential values (as 

seen in Figure 1): zero (0) for a client who has not churned and one (1) for a customer 

who has. 

 

Figure 1. 

Minority and majority class of target with imbalanced data. 

80% of the bank's customers were retained. The fact that there are significantly more 

examples in the "Retained" class than in the "Churned" class indicates that our dataset is 

biased or lopsided (Ullah I, et al., 2019), (Zhao, M., et al., 2021). As a result, precision is 

most likely not the ideal indicator of model performance. Differentiating between 

continuous and categorical data and looking at them individually is beneficial since 

various visualization approaches apply to different types of variables (E V, Ravikumar et 

al., 2019). Figure 2 shows the different visualization of multiple attributes related to the 

exited target column. 

 

Figure 2. 

Different features related to the target.  
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In the above figure 2 it is shown that Age has a modest tail-heavy distribution, meaning 

that it extends more to the right than the left of the median. In a similar vein, most "Credit 

Score" scores are higher than 600. The distribution of "Balance" is quite regular if the first 

bin is ignored, but the distribution of "Estimated Salary" is rather consistent and offers little 

insight. We can calculate the regular correlation constant among every pair of 

(uninterrupted) features (Dahouda, M. et al., 2021). There is no significant intercorrelation 

between our features, so we do not have to worry about multicollinearity. Figure 3 shows 

the Age attribute relation with churn and retained with specific count number. 

 

Figure 3.  

Retained and churn w.r.t Age attribute. 

It's interesting to see that there is a discernible variation in the age groupings since older 

clients are more prone to leave. This finding may suggest that tastes vary with age and 

that the bank has not modified its approach to accommodate senior citizens' needs (A. 

K. Ahmad et al., 2019). Regarding credit ratings, there is no discernible difference 

between clients who are maintained and those who are lost. The relationship between 

several parameters and the target column is depicted in Figure 4. 

 

Figure 4. 

Frequency of different features.  
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Important points 

• The bank has clients in 3 countries (Spain, France, and Germany). Maximum 

clients are in France. As shown in figure 5 the account ratio of different bank customers 

in different countries. 

• There are supplementary man clients than women. 

• Only a small fraction leaves within the primary year. The count of customers in 

tenure years between 1 and 9 is virtually the same. 

• Most of the customers have purchased 1 or 2 goods, while a small portion has 

purchased 3 or 4. 

• A important mainstream of clients have a credit card, and nearly 50% of clients 

are not active. 

 
Figure 5.  

Churn rate ratio concerning different countries. 

Germany has a higher customer turnover rate than the other two nations (it is about twice 

as high in Germany as it is in Spain and France). This conclusion might be explained by a 

variety of factors, including more competition or distinct tastes among German 

consumers (Agha, A et al., 2021), (Ahmed AAQ et al., 2017). Similarly, figure 6 shows the 

male and female ratio of churn rate and retained rate, where it is observed that Female 

customers are more likely to churn. 

Figure 6.  
Churn rate ratio w.r.t gender. 
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DATA PREPROCESSING 
Encoding Categorical Features 

Most machine learning methods require numerical characteristics for all input and 

output. Therefore, before creating models, categorical characteristics must be translated 

(encoded) into numerical values. Two characteristics in our dataset need to be 

encoded. 'Gender' will be represented by (Male --> 1 and Female --> 0). We will manually 

map values for "Geography" such that consumers in Germany are valued at one (1) while 

customers in France and Spain are valued at zero (0). Since the customer turnover rate 

in the other two nations is almost equal and significantly lower than in Germany, we 

decided to use this strategy (Pamina J, et al., 2019). Encoding this feature to distinguish 

between German and non-German clients makes sense as a result.  

Scaling 

One method for normalizing the range of features in a dataset is feature scaling. While 

certain algorithms, like Random Forests, are invariant, others, like Support Vector 

Machines, are sensitive to feature scaling. A common issue in many real-world jobs is class 

imbalance. Machine learning algorithms that utilize uneven data for classification are 

likely to produce models that only predict the most common class (N.F. Mansor et al., 

2020). This is because classification using imbalanced data is biased in favor of the 

majority class. Furthermore, when dealing with class-imbalanced data, typical metrics 

might be deceptive (e.g., a classifier that always predicts 0 will have 99.9% accuracy if a 

dataset has 99.9% 0s and 0.01% 1s (Nadeem, G., et al., 2024) 

Handling data imbalance 

Several tactics can deal with this issue. We employ an algorithm called SMOTE ('Synthetic 

Minority Oversampling Technique,' which locates a record that is similar to the unsampled 

record and builds a synthetic record (Dhanawade, A., et al., 2023), which is a randomly 

weighted average of the original record and its neighbor, with each predictor's weight 

being generated independently (Hasan, B., et al., 2024). 

Baseline Models 

To begin this part, we first build two basic models to estimate the training set's baseline 

performance. We will specifically employ Logistic Regression (Jain H, et al., 2020) and 

Gaussian Naïve Bayes. Using k-fold cross-validation, we will assess their (mean) recall 

using their default parameters. The basic concept of k-fold cross-validation is as follows: 

the (training) set is divided into k subsets/folds (Nadeem, G., Et al., 2023), the models are 

trained on k-1 folds, and the model is evaluated on the remaining one-fold. Until each 

fold is tested once, these steps are repeated. By using various machine learning models 

for analysis (Rahman, M. M. et al., 2023), Figure 7 displays the properties that are most 

pertinent to the goal. 

Attributes selection using multiple ML models. 

For all classifiers, "Age" and "Num of Products" appear to be the most helpful 

characteristics, followed by "Is Active Member" and "Balance." Conversely, with the 



 

 

 

The Asian Bulletin of Big Data Management                                                   Data Science 4(3),74-85 

 

exception of LGBM, "Credit Score" is the least significant attribute, having a minuscule 

value that is almost equal to zero 

 

Figure 7.  

Experimental Result  

Performance Assessment 

First, we can assess how well our classifiers perform using four different metrics: area under 

the ROC curve, or simply AUC; accuracy, precision, recall, and recall. as displayed in 

Table 1. 

Table 1.  

Shows the accuracy of metrics. 
Models Accuracy Precision Recall AUC 

LR 0.68 0.66 0.70 0.74 

RF 0.95 0.98 0.87 0.97 

GBC 0.78 0.80 0.75 0.85 

XGB 0.79 0.80 0.71 0.86 

LGBM 0.80 0.82 0.70 0.88 

SVC 0.79 0.88 0.78 0.86 

Recall for the remaining classifiers is greater than 70% (baseline performance). The model 

with the greatest recall percentage (78.5%) is XGB. But in terms of overall performance, 

accuracy, precision, and AUC, the LGBM classifier excels. 

CONCLUSION 

Like any other firm, the banking industry is taken into consideration, but one of the main 

issues these days is client involvement. Banks must act swiftly to identify potential 

consumer churn to fix this situation. Numerous studies on the prediction of banking churn 

are now underway. Various organizations use various bits of data or information to 

calculate the customer turnover rate. It is crucial to have a system in place that can 

predict customer attrition in banks in a broad sense during the initial phases. Fixed and 
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prospective data sources that are not dependent on any one service provider must be 

used by the system. Furthermore, the model needs to be designed so that it can produce 

predictions with the highest throughput while requiring the least amount of input. The goal 

of this study is to meet these demands. The goal of this research is to develop the best 

model possible for early client churn prediction in a bank. The study was extremely 

skewed and only employed 10,000 samples, which is a small quantity of data. Real 

commercial bank data, however, would have considerably more. Both of these 

headaches can be partially alleviated by oversampling. RF, SVC, LR, XGB, LGBMC, and 

GBC were all evaluated by the model under various study settings. When oversampling 

is combined with the RF classifier, a higher percentage of success is obtained (95.74%). 

The outcome shows that feature selection, or feature reduction, is lowering the tree 

classifiers' prediction score. Another finding is that oversampling in SVC lowers the score, 

in contrast to other classifiers. This is due to the asymmetry of the Bank dataset. As a result, 

SVC is unable to handle the data sufficiently. 
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