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Shahmukhi Punjabi, an underrepresented language in 

computational linguistics, is gaining attention due to advancements 

in natural language processing (NLP). This paper examines the 

application of Named Entity Recognition (NER), Recurrent Neural 

Network (RNN), and Long Short-Term Memory (LSTM) models on a 

Shahmukhi Punjabi dataset. The study analyzes loss graphs, 

accuracy measures, and confusion matrices, offering insights into 

model performance. The field of NLP has seen significant growth, 

with increased focus on historically underrepresented languages. 

This research explores the use of sophisticated models like NER and 

RNN on Shahmukhi Punjabi, a language primarily spoken in Pakistan 

that presents unique challenges due to its spelling and linguistic 

nuances. Most current research centers on widely spoken 

languages, leaving a gap in our understanding of techniques 

applicable to Shahmukhi Punjabi. This work aims to address this gap 

by evaluating LSTM, RNN, and NER models on specific Shahmukhi 

Punjabi data. The study includes confusion matrices and loss graphs 

alongside standard accuracy measurements to provide a 

comprehensive view of model performance. Our LSTM model 

achieved 82% accuracy, while the RNN model achieved 82.57%. The 

results of this study are significant as demonstrated the potential of 

advanced NLP models in processing and understanding Shahmukhi 

Punjabi. By focusing on this underrepresented language, the 

research contributes to the broader goal of making NLP tools more 

inclusive and effective across diverse linguistic landscapes. The 

findings also highlight the importance of developing tailored 

approaches to handle the unique characteristics of different 

languages, ensuring that technological advancements benefit a 

wider range of linguistic communities. 
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INTRODUCTION 

Computational linguistics continues to be at the forefront (Abdel-Nasser and 

Mahmouds, 2019) of the rapidly developing area of natural language processing 

(NLP), (Hasan, et al.s, 2015) opening up new language systems and expanding the 

capabilities of machine comprehension(Murphys, 2018). There is still a sizable gap in 

research languages(Murphys, 2018) that have historically been less accessible(Lehal 

and Sainis, 2012), notwithstanding tremendous advancements in spoken 

language(Zhao, et al.s, 2020) of excellent logical and functional Within language 

contexts Recurrent neural networks (RNN),(Sherstinskys, 2020) named objects, and 

short-term memory (LSTM) are some instances of more specific examples that 
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Recognition (NER) tries to bridge in order to handle the complexity and 

comprehended. Shahmukhi Punjabi, written in a script distinct from its Indian cousin 

Gurmukhi, provides a complex linguistic tapestry that has not gotten much attention 

in computer linguistics thus far. Furthermore, because Shahmukhi Punjabi's linguistic 

characteristics are shaped by its cultural and historical background, more research is 

necessary to fully realize this language's computational potential. In the digital age, 

linguistic integration requires knowledge of minority languages. Major languages 

predominate in the NLP(Zargars, 2021) sector, however in order to attain equal 

technical growth, languages like Shahmukhi and Punjabi must be understood and 

processed. Furthermore, these languages frequently have historical and cultural 

significance(Sun, et al.s, 2017), thus becoming proficient in them computationally is 

not just a technical need but also a cultural one. The field of computational linguistics 

has experienced unprecedented growth in recent years due to the development of 

machine learning(Ahmad, et al.s, 2020) techniques, particularly in the area of deep 

learning. Methods based on LSTM(Shewalkar, et al.s, 2019) and RNN have become 

popular tools for processing sequential records; hence, they are mostly useful for tasks 

involving language. 

Conversely, Named Entity Recognition (NER)(Maliks, 2006) models play a vital role in 

applications like language learning, data retrieval, and knowledge base creation by 

greatly aiding in statistics extraction(Kaur and Sainis, 2016). Inadequate language 

handling presents numerous difficulties that go beyond conventional NLP notions. 

These difficulties are particularly evident in Shahmukhi Punjabi(Manaswi and 

Manaswis, 2018), which necessitates close examination of the subtleties of its textual 

and linguistic structure due to its dearth of labeled data, inconsistent texts, and lack 

of extensive linguistic resources. Though computer linguistics is receiving more 

attention, there is still a dearth of study on languages like Shahmukhi Punjabi(Pawar, 

et al.s, 2019). In addition to investigating the application of sophisticated models in 

Shahmukhi Punjabi, this study attempts to close this gap by offering micro-assessment 

metrics that surpass conventional accuracy metrics(Maliks, 2005). The inspiration 

stems from the conviction that developments in computational linguistics can take 

linguistic variety into account, guaranteeing that all speakers can profit from 

NLP(Murphys, 2018). 

LITERATURE REVIEW 

Significant holes exist in the literature on Shahmukhi Punjabi research(Zhou, et al.s, 

2015), according to the literature on computational linguistics and the management 

of nonfluent languages(Sitender, et al.s, 2023). Previous research has primarily 

concentrated on a broader(Gill and Gleasons, 1969) range of languages, neglecting 

the unique features of Shahmukhi Punjabi. The goal of this work is to close this gap by 

applying cutting-edge NLP models. Name recognition (NER)(Zens, 2015) has become 

increasingly important as a result of recent developments in LSTM and RNN models 

that demonstrate promise for capturing contextual information and suitability for 

language processing tasks.(Belavadi, et al.s, 2020) in determining how to extract 

significant information from texts in various language circumstances. (Winata et al., 

2024) demonstrates the necessity of further advancement in cutting-edge fields like 

as reliable Part-of-Speech (POS) tagging, efficient tokenization techniques, and the 

challenges of handling an agglutinating language. The employment of Shahmukhi 

Punjabi presents a variety of difficulties.(Ghai and Singhs, 2012) The script for Punjabi 

in Pakistan is the one that needs extra care.(Gupta and Lehals, 2013) Current models 

may not be compatible with certain orthographic and linguistic intricacies of texts, 
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which calls for the creation of standardized methods(Kumar, et al.s, 2021). This study 

also emphasizes the value of thorough model analysis since it offers a sophisticated 

knowledge of model(Shewalkars, 2018) performance through the use of confusion 

matrices, accuracy metrics, and loss graphs. Previous research on model evaluation 

emphasizes how crucial it is to examine confusion matrices in greater detail in 

order(Shin, et al.s, 2017) to identify certain robustness flaws. Recent advances in 

natural language processing (NLP)(Zen, et al.s, 2016) and system learning have 

propelled the exponential growth of computational linguistics(Mirs, 2006), a field at 

the nexus of linguistics and computer science. Although the knowledge and 

assessment of many languages have greatly benefited from this evolution, many 

linguistic domain names—Shahmukhi Punjabi being one such example—remain 

understudied.  

This extensive literature review explores the field of computational linguistics in its 

broader context, the particular difficulties presented by Shahmukhi Punjabi(Pienaar 

and Malekians, 2019), and the body of research on LSTM, RNN, and NER 

methods(Kalra and Butts, 2013). Studies on commonly spoken languages, such as 

English, Spanish, and Mandarin, have historically dominated the field of 

computational linguistics(Li, et al.s, 2018). However, studies into historically 

underrepresented languages have been spurred by the growing recognition of the 

need of diversity in NLP(Smythe and Tooheys, 2009) research. Because of the richness 

of linguistic diversity, customized methods are required to guarantee that computer 

models (Abbas and Iqbals, 2018) can effectively process and comprehend the 

subtleties of different languages.In the field of computational linguistics, Shahmukhi 

Punjabi,(Lyu, et al.s, 2007) which is primarily spoken in Pakistan, is an example of an 

underrepresented language that has not yet attracted much attention.(Mangal, et 

al.s, 2019) Its unique script, which is different from the Gurmukhi script used in Punjabi 

in India(Shackles, 2013), offers precise requirements for device learning styles. 

Shahmukhi Punjabi's linguistic subtleties and intricate script call for a focused 

awareness in order to develop models that can successfully comprehend and master 

this language. Processing Shahmukhi Punjabi presents a variety of difficulties (Singh, 

et al.s, 2021). 

The script presents a challenge due to its distinct characters and diacritical markings, 

which need for specialist handling.Furthermore, Shahmukhi Punjabi's linguistic 

structure and contextual dependencies differ from those of other widely studied 

languages(Hakkani-Tür, et al.s, 2016), upsetting the diversifications of current NLP 

models. The majority of computational linguistics research to date has focused on 

languages written in Latin script, and the shift to non-Latin scripts presents challenging 

scenarios that go beyond individual popularity. Versions in Shahmukhi Punjabi are 

introduced in the script; these should be carefully considered to avoid 

misunderstandings and errors during language processing(Bouktif, et al.s, 2020). 

Recurrent neural network (RNN) models and long-term memory (LSTM) have become 

effective NLP tools, particularly for applications involving sequential input(Gupta and 

Lehals, 2011). These models' context-specific capacity to capture long-term stability 

does make them appropriate for language processing tasks. Extensive research has 

demonstrated the efficacy of LSTM(Gill, et al.s, 2009) models in tasks like machine 

translation, sensitivity analysis, and voice modeling. LSTMs' memory cell architecture 

overcomes the limits of conventional RNNs in addressing long-term reliance by 

allowing information to be stored in a wider sequence range(Antony and Somans, 

2011). Conversely, RNNs are now fundamental to sequential data processing. 
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Nonetheless, the problem of diminishing mountains makes it difficult to successfully 

seize isolated havens. Because of its gated architecture, LSTMs have demonstrated 

good performance and help to mitigate this problem(Reddy and Delens, 2018). 

Information extraction heavily relies on Named Entity Recognition (NER). Entity 

recognition and categorization enhances contextual (Hansun and Youngs, 2021) 

comprehension and makes it easier to use NLP later on. Examples of these entities 

include people, locations, and organizations. Although NER models are commonly 

utilized in languages with Latin alphabets,(Park, et al.s, 2021) it is unclear how 

effectively they function in languages with differing alphabetic and grammatical 

frameworks, such as Shahmukhi Punjabi. To get reliable data, NER models will be 

adjusted to take into consideration several aspects and the linguistic complexity of 

Shahmukhi Punjabi.  

Accuracy metrics, which offer a thorough summary(Hussain, et al.s, 2020) of the 

correctness of a model, are typically the foundation of traditional approaches to 

model analysis. More in-depth research is necessary, nevertheless, due to the 

subtleties of language processing. Accuracy- recall curves, loss plots, and confusion 

matrices offer a thorough grasp of a model's advantages and shortcomings. The 

significance of confusion matrices is especially pertinent when addressing languages 

such as Punjabi and Shahmukhi. To improve the algorithm and raise total accuracy, it 

is crucial to comprehend how much the model gives in to misclassification or 

ambiguity(Hussain, et al.s, 2020). The analysis of the literature has shown that there are 

a lot of gaps in the knowledge regarding the application of computer linguistics in 

Shahmukhi Punjabi.(Ravuri and Stolckes, 2015) Research on LSTM, RNN, and NER 

models of widely spoken languages is abundant; nevertheless, research in languages 

with low exposure is lacking, which impedes the advancement of certain language 

domains. The problem is further (Khan and Sarfarazs, 2019) exacerbated by the 

dearth of datasets for Shahmukhi Punjabi. Robust programming for this particular 

language is hampered by the lack(Shakils, 2011) of dedicated data sets, and model 

training and analysis necessitate numerous language features. 

METHODOLOGY 

About Dataset 

The "Punjabi-Shahmukhi-Named-Entity-Recognition" dataset consists of 318,275 tokens 

and 16,300 named entities is a valuable resource for researchers working in natural 

language processing, specifically for the task of named entity recognition (NER) in the 

Shahmukhi script of the Punjabi language. The dataset supports different annotation 

schemes, such as IOB (Inside-Outside-Beginning), making it versatile for various model 

training approaches. After then, the data set was split into test, validation, and training 

sets to ensure that language patterns and entities were represented fairly. 

Table1. 

Dataset 
Token Label 

 B-LOC لہور

 O وزیر

 B-TITLE اعظم

 I-TITLE عمران

 B-PER خان

 I-PER تے

 B-LOC خطاب 

 O كیتا
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Figure 1.  

Proposed Model 

Data Preprocessing 

In order to handle certain characters and diacritical marks in the Shahmukhi Punjabi 

script, a reliable data pretreatment pipeline was implemented. This involved creating 

a unique tokenization system to appropriately split the script into manageable chunks 

based on the text's complexity. To get rid of any artifacts that were added during 

data collection, as well as noise and superfluous signals, data cleaning techniques 

were applied. Furthermore, particular focus was placed on handling Shahmukhi 

Punjabi words with multiple syllables and terms that are context-specific. 

 
 

Figure 2.  

Preprocessing Techniques 

Model Selection 

Shahmukhi was chosen as a pivotal figurehead for recurrent neural network (RNN) 

and short-term memory (LSTM) architectures in order to use the sequential learning 

capacities required to comprehend the intricacies of Punjabi language. Their 

demonstrated ability to handle data sequences and reference capture is the basis 

for the choice. Although it is more susceptible in this regard, the LSTM is especially well-

suited for the ability to maintain the long-term dependency RNN due to its gated 
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architecture, which helps to mitigate the missing smoothness problem. Its 

performance was also compared to a more sophisticated LSTM model. Concurrently, 

a named company recognition (NER) model was created to categorize and 

recognize institutions that are unique to Shahmukhi Punjabi. The NER model's objective 

was to recognize entities, such as persons and place names. 

Hyper parameter adjustment 

Hyper parameter tuning has a direct impact on how well neural network models 

operate. In order to identify the most advantageous hyper parameter settings for 

each LSTM and RNN model, an extensive grid seek and random seek method were 

employed, taking into account the unique linguistic characteristics of Shahmukhi 

Punjabi. 

𝑡 

𝑝(𝑤𝑖) = 1 − √ 

𝑓(𝑤𝑖) 

Important hyper parameters have been systematically adjusted to identify setups that 

optimized version overall performance, including with mastering prices, dropout 

quotes, batch sizes, and hidden layer dimensions. The system was fine-tuned through 

several iterations, with the models trained and assessed on the validation set to ensure 

generalization to unknown data. 

                Eq2     (𝑥 + 𝑎)𝑛 = ∑𝑑𝑝 ⊙ 𝑢𝑖+𝑝 

Training Procedure 

The Shahmukhi Punjabi training dataset was exposed to the LSTM and RNN methods 

in the training portion. Dropout layers had been thoughtfully incorporated into the 

designs to reduce overfitting. Because the teaching approach covered multiple eras, 

the models were able to examine and adjust to the linguistic patterns present in the 

data. Extra attention was made to make the training process transparent through the 

use of overall performance measures like as confusion, loss, and accuracy. In order to 

avoid overfitting to the educational facts, early preventive procedures have been 

implemented to stop instruction when the model's overall performance on the 

validation set plateaued. Similar training was applied to the NER model, with an 

emphasis on customization to Shahmukhi Punjabi's unique entities. The version was 

exceptionally well-tuned to recognize exact names, locations, and businesses 

pertinent to the linguistic and cultural context of the language. 

Model Comparison and Ensemble Methods 

A comparative analysis was carried out to assess the advantages and disadvantages 

of the LSTM and RNN architectures in addition to character models. To take use of 

these models' complementing competencies, ensemble strategies have been 

investigated. Creating an ensemble approach that maximized universal overall 

performance on language processing tasks involving Shahmukhi Punjabi became the 

goal. 

RESULT AND DISCUSSION 

On the Shahmukhi Punjabi dataset, the use of Named Entity Recognition (NER), 

Recurrent Neural Network (RNN), and Long Short-Term Memory (LSTM) models 

Eq1 
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produced notable results. To provide thorough insight of version overall performance, 

the assessment metrics included traditional accuracy measures, confusion matrices, 

precision-do not forget curves, and other granular data. Due to varying lengths in 

Shahmukhi Punjabi sentences and the dataset is not large enough, RNN can handle 

shorter sequences more efficiently, leading to slightly better performance in this case 

where long-term dependencies are less critical. LSTMs are more complex and 

computationally intensive due to their internal gates. 

Accuracy Metrics 

Conventional accuracy measures gave a preliminary picture of how well the 

algorithms classified text in Shahmukhi Punjabi. Both the LSTM and RNN styles showed 

promising normal accuracy potential, suggesting that they could be able to 

understand the linguistic patterns in the dataset. But accuracy by itself misses the 

subtleties of language processing, particularly when it comes to a language that is 

underrepresented and has distinctive script peculiarities. The correctness of the NER 

version was primarily important for identifying and categorizing things in the Shahmukhi 

Punjabi text. The popularity of specific entities, such as names of people, places, and 

organizations, was taken into consideration while evaluating the accuracy of named 

entity reputation. 

Figure 3.  

Confusion Matrix of LSTM 

 

This confusion matrix presents the performance of a classification model across four 

classes, with the labels written in Shahmukhi Punjabi. The Diagonal Values represents  

Figure 4.  

Confusion Matrix of RNN 

True Positives values. The values along the diagonal represent cases where the true 

label matches the predicted label. These are the correct predictions.  For each class, 
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the top-left cell shows a value of 0.98, meaning that 98% of the instances for that class 

were correctly classified. The second diagonal cell is 0.98 as well, indicating high 

accuracy for this class too. The third diagonal cell is 0.96. The bottom-right diagonal 

cell shows 0.94. These high values suggest that the model performs well overall, with 

strong accuracy in correctly identifying each class. 
Figure 5.  
Training and Validation Accuracy LSTM 

The diagonal values are True Positive values (from the top-left to the bottom-right) 

show the proportion of correct predictions for each class. Class 1: 0.96, meaning 96% 

of the instances for this class were correctly classified. Class 2: 0.57, indicating that only 

57% of instances for this class were correctly classified. This is a low value compared 

to other classes, suggesting that the model struggles to accurately predict this class. 

Class 3: 0.55, also indicating that only 55% of instances for this class were correctly 

classified, showing similar difficulties as with Class 2. Class 4: 0.91, showing that 91% of 

instances for this class were correctly classified.  

Figure 6.  

Training and Validation Accuracy RNN 

This convergence diagram shows the training and validation accuracy over several 

epochs, which illustrates how well the model performs on both the training set and the 

validation set as it learns. The training accuracy increases steadily and reaches a high 

level, surpassing 0.925 (92.5%) by the final epochs. This consistent rise suggests that the 

model is effectively learning patterns in the training data and fitting it well. The 

validation accuracy starts around 0.875 (87.5%) and fluctuates slightly over the 

epochs without a significant upward trend. It stabilizes around 0.875–0.88.  

Training and Validation Accuracy RNN 

This convergence diagram shows the accuracy of both training and validation over 

a series of epochs. At Initial Epochs, there’s a sharp drop in validation accuracy after 

the first epoch, which could indicate an initial overfitting or unstable learning rate. 
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However, both training and validation accuracy recover quickly, suggesting the 

model adapts. At Middle Epochs (Epochs 2–6), Training accuracy steadily increases, 

indicating that the model is learning from the data. Validation accuracy rises but  

shows some oscillations, which is common as the model is balancing between 

learning patterns and avoiding overfitting. At Later Epochs (Epochs 6–10), Training  

Figure 7.  

Training and Validation Loss LSTM 

accuracy stabilizes around 85%, indicating the model is likely nearing its learning 

capacity on the training data. Validation accuracy follows a similar trend, stabilizing 

and converging with training accuracy, suggesting that the model has achieved 

good generalization on the validation set. This convergence diagram shows the 

training and validation loss over several epochs. At Initial Epochs, the validation loss 

starts with a sharp spike after the first epoch, reaching over 1.2. This could indicate 

that the model is initially struggling to generalize and may be overfitting slightly in the 

beginning. Training loss decreases steadily, suggesting the model is learning the 

training data well. At Middle Epochs (Epochs 2–6), both training and validation loss 

decrease significantly, showing that the model is improving in learning patterns in the 

data and reducing errors on the validation set as well. Some fluctuations in the 

validation loss indicate that the model is experiencing slight challenges in 

generalization, but these oscillations are generally decreasing over time. At Later 

Epochs (Epochs 6–10), training loss stabilizes around 0.3, showing that the model has 

nearly minimized the error on the training data. Validation loss also decreases and 

converges closely with training loss, indicating good generalization. The small gap 

between the two curves suggests that the model is not overfitting. 

Figure 8.  

Training and Validation Loss RNN 

This convergence diagram shows the training and validation loss over multiple 



 

 

 

The Asian Bulletin of Big Data Management                                                                     4(4),25-37 

 

epochs. At Initial Epochs (Epochs 0–2), both training and validation loss decrease 

initially, indicating that the model is learning and reducing errors on both the training 

and validation sets. The decrease in training loss is sharper than that in validation loss, 

which is typical as the model starts to fit the training data. At Middle Epochs (Epochs 

3–6), training loss continues to decrease steadily, indicating ongoing improvement in 

fitting the training data. However, validation loss fluctuates, showing noticeable peaks 

around epochs 3 and 6. These fluctuations suggest that the model is experiencing 

some challenges in generalizing to the validation set, potentially due to slight 

overfitting or an unoptimized learning rate. At Later Epochs (Epochs 7–9), training loss 

reaches a low point around 0.15, suggesting that the model has minimized its error on 

the training data. Validation loss, however, remains relatively high and does not follow 

the same downward trend as training loss. This persistent gap between training and 

validation loss suggests that the model may be overfitting the training data, as it 

struggles to generalize well to the validation data.  

Named Entities 

Figure 9.  

Named Entity Recognition Parameters 

Entity-specific metrics were used to Named Entity Recognition models to evaluate 

their ability to identify phrases with cultural significance. The reputation of names, 

places, organizations, and other entities relevant to Shahmukhi Punjabi was 

evaluated, hinting at the fashions' areas of strength and potential for improvement 

with respect to particular entity types. 

CONCLUSION 

The use of LSTM and RNN models demonstrated remarkable accuracy in capturing 

Shahmukhi Punjabi's language styles and contextual dependencies. Both 

architectures demonstrated their flexibility to languages with amazing linguistic 

features by demonstrating their strengths in handling the particular script and 

diacritical marks. The ensemble approaches improved universal performance in a 

similar way by fusing the advantages of LSTM and RNN, providing a viable direction for 

further research. The NER model demonstrated excellent skill in identifying names, 

locations, and groups. It was specially tailored for the cultural and linguistic entities of 

Shahmukhi Punjabi. Entity-specific measurements provided detailed information, 

accounting for targeted enhancements in the version's capacity to identify culturally 

broad phrases. The completion of the NER version has consequences for 

comprehending base creation in Shahmukhi Punjabi and records extraction. Even 

though the models performed admirably, difficult circumstances and areas that 

needed work emerged during the assessment. Specific misclassification cases were 

identified using confusion matrices and precision-do not forget curves, particularly 

with relation to diacritical marks and context-specific phrases. Reiterating the models' 
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resilience and suitability for real-world scenarios requires tackling these issues. The 

persistent challenge remains the lack of categorized datasets. To ensure that the 

fashions are effective across a wider range of Shahmukhi Punjabi texts and to improve 

their generalization capabilities, the dataset's length and variety must be increased. 

build overcome the limitations identified in this research, continued attempts build 

best-music models for distinct linguistic nuances and script differences are essential.  
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