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The Internet of Things (IoT) and Machine Type Communication 

(MTC), also known as Machine-to-Machine (M2M) 

communication, have led to significant advancements in various 

industries, resulting in a notable increase in IoT devices in recent 

years. A range of communication technologies, including Low 

Power Wide Area Networks (LPWAN), Narrow Band IoT (NB-IoT), 

Long-Term Evolution (LTE), LTE-Advanced (LTE-A), and emerging 5G 

& 6G cellular networks, have been deployed to connect IoT sensors 

and devices. LTE and LTE-A are particularly effective for IoT device 

interoperability due to their widespread availability. However, the 

current cellular mobile networks are primarily designed to cater to 

broadband services and human-based communication (H2H), 

which poses challenges for handling the narrowband traffic 

generated by IoT devices, especially when millions of devices 

communicate within a single cell, such as during transportation. In 

transportation systems, where containers carrying various goods 

require continuous data transmission, this massive volume of IoT 

traffic can overwhelm network resources, leading to inefficient 

spectrum usage. This paper proposes an innovative solution to 

address these challenges by introducing a resource management 

framework that utilizes packet collection and forwarding 

techniques. Specifically, the system employs an intermediary 

node, termed the Packet Collection and Forwarding (PCF) node, 

which temporarily stores small packets in a buffer. Once the buffer 

reaches capacity, these tiny packets are aggregated into a larger 

packet and forwarded to the recipient, reducing network 

congestion and enhancing resource allocation efficiency. 

Additionally, the system incorporates strategies to minimize delays 

in the micro-packet collection process, ensuring minimal impact 

on communication latency. By leveraging this approach, the 

proposed system optimizes network performance, reduces energy 

consumption, and supports scalable, sustainable IoT solutions in 

mobile networks, particularly in transportation systems. Simulation 

results demonstrate significant improvements in resource 

management, throughput, and overall network efficiency, 

contributing to the development of robust IoT infrastructures for 

dynamic environments. 
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Internet of Things (IoT) has brought revolutionary changes to various industries, enabling 

smarter, more efficient systems. These advancements have enhanced data processing, 

decision-making, and resource management, driving innovation in sectors such as 

transportation, healthcare, and manufacturing [1][29]. The concept of networked 

gadgets appeared more futuristic at the time, something that could only be found in 

science fiction. It was nearly unthinkable that machines could independently 

exchange data, decide what to do, or coordinate operations without human 

supervision [1][27]. However, this landscape has seen a significant transformation with 

the advent of Machine Type Communication (MTC) and the Internet of Things (IoT) in 

the present day. The way we work, live, and engage with our surroundings has changed 

as a result of these developments. These days, IoT enables important data to be 

communicated to centralized servers from common products like refrigerators and 

washing machines. It also makes it feasible to remotely control air conditioning systems, 

pilot drones, and drive cars [2]. Not only do these technological developments offer 

great ease, but they also mark a paradigm shift in how we view and use technology. 

Although security challenges also grow with the enhancement in technology 

[2][30][31]. The IoT ecosystem is based on a variety of equipment, sometimes referred 

to as devices, that may communicate with one another in MTC and IoT networks in an 

intelligent and autonomous manner without the assistance of a human [3].  

One of the main features of the Internet of Things is the autonomous interaction of 

devices, which has its origins in industrial automation and the application of similar 

concepts through Supervisory Control and Data Acquisition (SCADA) systems. SCADA 

systems were created to enable the management and visualization of industrial 

processes by connecting computers to sensors, actuators, and other equipment. Thus, 

the concept of machines interacting with one another without the need for human 

interaction was not totally novel, but the Internet of Things has made it more 

commonplace. A vast range of applications made possible by the Internet of Things (IoT) 

make it easier to use IP-connected devices, including actuators and sensors, in a variety 

of contexts, including homes, workplaces, hospitals, and more. Our interactions with the 

world around us have been revolutionized by these applications, which have improved 

the intelligence, efficiency, and responsiveness of our surroundings. For instance, IoT 

devices in smart homes can automate security, heating, and lighting based on user 

behavior, improving both the comfort and energy efficiency of living areas.  

IoT devices in the healthcare industry can transfer data to healthcare providers and 

monitor patients' vital signs in real-time, allowing for timely interventions and individualized 

care. IoT makes predictive maintenance possible in industrial settings by allowing 

machines to alert operators to possible problems before they cause expensive 

downtime. The Internet of Things' widespread connectivity, devices' easy accessibility, 

affordability, small size, and—most importantly—scalability are the main factors driving its 

current expansion [4][26]. The importance of any device connecting to a network rises 

as more of them do, leading to a synergistic effect that raises the network's overall value. 

Large-scale data ecosystems can be created because to this connectedness, where 

data from many sources can be combined, examined, and utilized to produce insights 

or program decisions. Improved customer service increased operational efficiency, and 

new revenue streams are all possible outcomes for firms.  More comfort, security, and 

customization in daily life could result for individuals. These solutions offer a degree of 

flexibility and usability and are ideally suited for managing equipment locally. With short-

range wireless networks, devices may be reliably connected across short distances, 
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which is why they are so common in homes, businesses, and industrial settings. But since 

this approach doesn't provide global connectivity, it has drawbacks, especially 

regarding range. As a result, even if short-range wireless networks are effective at 

managing devices inside a small space, they are not appropriate for situations in which 

devices must send or receive data from far places. Imagine, for instance, that a physician 

must operate on a patient who lives abroad at a long, long distance. Short-range wireless 

technologies would not be sufficient in such a situation. Rather, long-range (LoRa) 

connection technologies, internet, cellular networks, WiMAX, and Sigfox would be 

needed. Due to the long-distance communication capabilities of these technologies, 

connectivity can be maintained over large geographic areas. Particularly Sigfox and 

LoRa stand out for their capacity to enable low-power, wide-area (LPWA) networks, 

which are necessary for Internet of Things applications that need dependable, long-

range communication with low-power consumption [5][23]. These innovations have 

made it possible for IoT applications to operate in remote or difficult-to-reach locations 

where conventional communication networks might not be practical or affordable [26]. 

The development of cellular mobile systems serves as another example of how IoT has 

changed things.  

Broadband and human-based communication services, including file uploading and 

downloading, texting, voice communication, and multimedia message services (MMS), 

were the original goals of cellular mobile systems. The bulk of data in conventional 

Human-to-Human (H2H) communication moves from the network to the user down-

stream, while control information is sent uplink [5]. Due to the nature of H2H 

communication, large file transfers and services like video streaming demand a lot of 

bandwidth and high data rates [6]. But these traditional cellular networks weren’t 

designed to meet the needs of the Internet of Things. Unlike H2H communication, the IoT 

does not generally broadcast a massive stream of data and doesn’t need a broad 

bandwidth, or a high data rate [7] Why does this matter: This is because it’s steered the 

creation of technologies and communication protocols specifically created for the 

Internet of Things. For example, cellular technologies LTE-M and Narrowband IoT (NB-IoT) 

have been designed for IoT applications. These technologies are well suited to Internet 

of Things deployments in urban and rural regions due to their enhanced coverage, 

power requirements, and capability to connect thousands of devices.  

One of the challenges of adapting cellular networks for the Internet of Things was the 

very large number of devices with differing service needs [8]. The admissibility 

requirements of the low-power, sporadic communication of IoT devices differ drastically; 

actually, this is in contrast to H2H communication, where the H2H ISS is often definable as 

structured and with specific application requirements. It is also essential to consider the 

battery life of IoT devices. User equipment typically has a battery life of several days to a 

week in H2H communication, while many IoT devices are expected to survive for years 

between battery changes. To support the vast scope and diversity of IoT deployments, 

this has prompted the creation of low-power communication protocols and the 

optimization of network resources. For example, low-power IoT devices may run for 

extended periods of time in the field without always needing new batteries because of 

the support provided by LoRa and Sigfox. This is especially crucial for Internet of Things 

applications like asset tracking and environmental monitoring that are in remote or 

difficult-to-reach areas. Since cellular mobile services were introduced, the emphasis on 

low power, low data rate, and low latency has changed the landscape of mobile 

communication networks. Service providers have made significant efforts to improve 
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these features. The need for scalable, effective, and dependable communication 

networks will only grow as the Internet of Things expands. The way various technologies—

wired, wireless, long-range, and short-range—interact will be crucial in constructing the 

infrastructure required to handle the billions of devices that are anticipated to be 

connected in the upcoming years. This will call for developments in data management, 

cybersecurity, and device interoperability in addition to communication technology 

breakthroughs. The Internet of Things' transformation from a theoretical idea in the 1990s 

to a pervasive reality today is evidence of the speed at which technology (specially AI 

and machine learning in the field of computer science )is developing and the limitless 

opportunities it presents[28]. We may anticipate even more significant changes in the 

way we work, live, and engage with the world as IoT develops.  The potential uses of IoT 

are numerous and varied, ranging from smart cities that optimize traffic flow and lower 

energy consumption to personalized healthcare that adjusts to the needs of individual 

patients. The Internet of Things journey is far from finished, and as new technologies 

emerge and current one’s advance, the limits of what is feasible will keep growing and 

Cellular technology is the best choice for controlling IoT and M2M (Machine-to-Machine) 

data traffic, as was covered in the introduction section.  

This is especially true for mobile entities, like containers, which may easily retain contact 

by connecting to the closest cellular tower as they travel across different places.  IoT data 

flow differs greatly from traditional Human-to-Human (H2H) communication in its 

properties, making it difficult to integrate into current cellular networks [9]. Researchers 

and cellular mobile communication service providers are battling these issues, 

particularly as the IoT and M2M sectors grow quickly.  It is getting harder and harder to 

integrate IoT devices, including sensors—into the current cellular infrastructure in a way 

that doesn't com-promise performance or dependability due to the sheer volume of 

these devices being used [10].  This is since the current mobile networks, which are not 

built to manage such a large volume of tiny, frequent data transmissions, would be 

overwhelmed by the increasing traffic created by IoT devices. Despite this obstacle, 

estimates show that, albeit from a reduced baseline, the yearly growth rate of mobile 

data traffic between 2023 and 2029 will stay constant. According to [25] that by 2029, 

the total amount of mobile data traffic worldwide—apart from Fixed Wireless Access 

(FWA)will have tripled to 313 exabytes (EB) each month.  

Nevertheless, the overall mobile network traffic is expected to increase by a ratio of 3.5 

when FWA is considered, reaching around 466 EB per month by the end of the projected 

period. The necessity for network improvements to accommodate the increase in data 

traffic brought on by IoT devices is highlighted by this significant development. In the 

future, connecting many IoT devices in one cell will be necessary, necessitating 

simultaneous connections. As was said in the beginning, cellular networks have a 

capacity limit on the broadband services they can offer. A small number of users—few 

hundred—could be connected in a single cell [13]. Physical Re-source Blocks (PRBs) are 

allotted to users in a cell on a demand basis [14]. A single PRB has 12 subcarriers, each of 

which has the capacity to send megabytes of data over a good channel [1]. Compared 

to H2H based communication, the Internet of Things requires far fewer resources (PRBs) 

for data transmission because IoT devices have smaller data sets [15]. As a result, it would 

be a waste of resources to provide a machine with a full PRB. For instance, temperature, 

light intensity, and humidity sensor would only need a few bytes to transmit data, but 

allocating a single PRB to these devices would be a waste of resources (PRBs). 

Additionally, the PRBs are one of the most valuable resources and are restricted in LTE 
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and LTE-A (1200 in the best-case scenario). As a result, the system would be overwhelmed 

by the rise in IoT data traffic, and regular data traffic (H2H based data traffic) would also 

be impacted. In order to integrate Internet of Things data traffic into the cellular system, 

either a new dedicated system would be deployed, or the existence system should be 

optimized. 

Figure 1:  
Projected Mobile Growth Rate of Mobile Data Traffic by 2029 [25] 

LITERATURE REVIEW 

In wireless communication, spectrum is more valuable than many other essential 

resources since it is a finite and rare resource. The electromagnetic spectrum is a valuable 

resource in the field of communications since it is limited. Most countries, including 

Pakistan, entrust spectrum management to government agencies in order to guarantee 

its fair and effective usage. These agencies, including the Pakistan Telecommunication 

Authority (PTA), are in charge of regulating and allocating spectrum, making sure that it 

is utilized successfully and efficiently [16]. In the realm of cellular mobile communication 

networks, a particular spectrum band has been allocated to a service provider. Thus 

ends up a requirement for the service provider to make the majority of successful band 

utilize and in the end ensure respectable and the quality communications service 

provision. The efficient management of these resources is what the core and access 

networks that make up the communication system as a whole rely on, as do radio 

networks. The underlying concept is a set of techniques and algorithms described as 

radio resource management (RRM). Radio resource management (RRM) in cellular 

networks is designed to optimize radio resource utilization to minimize latency, maximize 

data rates, and improve overall network efficiency.  

The aim is to ensure that the limited spectrum resource is allocated as per the 

requirements of the growing MTC and H2H communication with the increasing 

prevalence of the Internet of Things (IoT). In MTC’s context, the problem of effectively 

managing radio resources is more challenging. Compared with traditional H2H 

communication, in which data traffic is more manageable and predictable, MTC consists 

of massive number of devices exchanging small amounts of data, often in a burst mode. 

If not properly managed, this can lead to network congestion and inefficiencies. Since 

LTE and LTE-A are the standards used for cellular communication today, research has 

focused on developing RRM techniques for MTC within these networks. A literature 

review shows that a considerable amount of this research has been conducted. Uplink 

scheduling refers to the procedure of determining how MTC devices transmit data to the 

base station, which is crucial since it affects communication reliability and efficiency. The 

authors [17] proposed a packet aggregation mechanism, where the load per fixed is 
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characterized as fixed MTC traffic, that is, a fixed number of PRBs are allocated for MTC 

traffic. PRBs between MTC and IoT traffic are not a dynamic resource in this system, so 

while this makes scheduling easier the system may find itself inefficient if the demand for 

either type of traffic varies. The authors from another study [11] &[18] considered various 

access methods and the complexities caused by network congestion that occur when 

a huge number of devices are attached simultaneously. This is compounded by the 

explosion of IoT and MTC devices which creates significant concerns regarding network 

congestion that can occur in industrial or densely populated urban environments where 

thousands of devices may be attached to a single cell. Several approaches have been 

suggested to address these challenges, including new Medium Access Control (MAC) 

layer protocols designed to meet the unique needs of MTC traffic. P. Orim et al. provided 

a broad analysis of MTC research classes. [19], mainly focusing on MAC layer issues. The 

MAC layer is one of the most critical components of RRM, which controls the access of 

devices to the communication channel.  

Orim and others (2020) discussed the need for MAC protocols that efficiently 

accommodate the many devices of MTC networks while minimizing latency and 

avoiding collisions. In that paper, they also wrote about the importance of designing 

protocols that can differentiate between MTC and H2H traffic so that the specific needs 

of each type of communication can be fulfilled. Liu et al. [20] gave a comprehensive 

review on the latest development strategies and applications of MTCs. Their study shows 

how MTC has evolved from niche use to an essential component of modern 

communications networks. They also explored the various challenges of integrating MTC 

into existing cellular networks, particularly with respect to security, dependability and 

scalability. As MTC grows, these obstacles will become increasingly apparent, requiring 

never-ending study and ingenuity. The authors in [21][22] conducted an insightful survey 

on state-of-the-art methods and scheduling approaches to efficiently manage radio 

resources in MTC networks. They categorized schedulers into two major types: channel-

based and de-lay-based. (1) The delay-based schedulers (E->B), which allocate 

resources based on each device's delay budget, ensuring timely transmissions of time-

sensitive data. Channel-based schedulers are designed to maximize the channel and 

give precedence to devices with the highest signal-to-noise ratio (SNR). One of the major 

issues that authors point out is the inability to discern H2H and MTC traffic. This could then 

lead to improper resource allocation and eventual deterioration of network 

performance.  

In a re-trying phase, the authors [23], proposed a two-phase non-orthogonal resource 

allocation mechanism, with respect to machines and User Equipment (UE) and Internet 

of Things (IoT) device. In the first phase, UEs are allocated with radio resources, and such 

devices tend to have wide bandwidth and low latency requirements. In the second 

phase, resources are allocated to MTC devices based on a semi-distributed and 

centralized mechanism. The centralized approach maintains a complete history of 

channel gain; thus, resources can be deployed with increased efficiency. The semi-

distributed method, conversely, is more generalized, but may work less effectively due to 

not maintaining a strong record of the interfere between channels. This method aims to 

ensure coexistence of traffic types without degrading network performance by 

balancing the conflicting requirements between UEs and MTC devices. When devices 

and UEs coexist in the same network, a useful technique called Dynamic Radio Resource 

Allo-cation Strategy (DRRAS) was presented in [24] to dynamically modify the power 

levels of the devices. The goal of DRRAS is to maximize MTC device power consumption 
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while upholding the necessary UE quality of service (QoS). The author [12] uses the packet 

multiplexing technique for fixed machines. The outcomes showed that this tactic might 

considerably raise machine traffic data rates, enhancing the network's overall 

effectiveness. Despite these developments, the majority of research has been on 

scheduling in the time domain, which works better in situations where there are only a 

few hundred devices on the network. However, standard time-domain scheduling loses 

effectiveness as the load in a cell increases, as in the case of thousands of connected 

devices. Distinguishing between MTC traffic and conventional H2H traffic becomes 

increasingly challenging in high-load scenarios, which may result in resource waste. For 

instance, if MTC devices utilize very little bandwidth, resources assigned to them might 

be wasted, whereas UEs—which normally require higher band-width—might not be able 

to access the resources they need. This study offers a novel method for integrating MTC 

and IoT data flow in cellular networks to overcome these issues. It is feasible to increase 

the efficiency and dependability of cellular networks in the face of expanding IoT use by 

creating new scheduling algorithms and resource management strategies that take into 

consideration the special qualities of MTC traffic. This method not only improves the 

functionality of current networks but also sets the stage for the next generation of cellular 

technologies, which will have to handle an even higher number of devices that are 

connected and have different communication needs 

METHODOLOGY 

As mobile technology has evolved, cellular networks have been inherently broadband 

systems, meaning they are dedicated to high data rate communication. In contrast, 

Machine-Type Communication (MTC) and Internet of Things (IoT) devices produce very 

small data packets which require lower bandwidth to function effectively. It is inefficient 

and also wastes a lot of resources since assigning a whole PRB to every machine or IoT 

device would be an overhead. This inefficiency is especially problematic considering the 

number of connected devices is increasing, putting stress on the network. Considering 

this situation, a ground-breaking approach, the Packets Collection and Forwarding 

(PCF) solution, has been designed. PCF essentially employs an intermediate device 

known as a PCF Node, which buffers and aggregates the small data packets produced 

by MTC and Internet of Things (IoT) devices. The data packets are instead offloaded in 

PCF Node before being transmitted to the cellular tower (eNodeB) as represented in 

Figure 2. The PCF Node is purposefully deployed in environments like containers with 

potentially several sensors J.  

These small batches of data sent to PCF Node are based on information captured from 

the sensors, which do not send data all the way to the cellular network but rather deliver 

data to PCF Node. Now, as soon as the small packets arrive at the PCF Node, the small 

packets will get buffered up at the PCF Node and aggregated before sending to the 

eNodeB. It makes it possible to transmit multiple small packets together as a single packet 

of much larger size, which leads to a more efficient usage of the available bandwidth. 

The Net can greatly reduce the number of PRBs for MTC and IoT communication using 

the PCF approach. Furthermore, it can easily release valuable spectrum resources while 

increasing the overall efficacy of the network. As illustrated in Fig. On the other hand, as 

illustrated on Fig. 1, IoT devices and machines send their data to PCF Node, which would 

aggregate this data and exchange it with eNodeB. By accommodating this high MTC 

and IoT traffic through these means, the cellular network can retain an optimal 



 

 

 

Efficient Resource Management for IoT Devices in Mobile Networks            Yousra, T., et. al.,(2025) 

performance and resource usage due to the fact that this MTC traffic is a main driver in 

the construction of a proper fenced and benefiting roaming architecture. 

Figure 2.  

Packet collection and forwarding [1] 

IoT/MTC Devices: These are the devices that generate small data packets. PCF Node: 

Intermediate to collect buffer, will aggregate input packets Collect multiple small 

packets from IoT devices and merge them into big packets. eNodeB: The bundled data 

packet is forwarded to eNodeB (cellular tower) for transmission via the cell network. The 

PCF Node in this diagram acts as a buffer and aggregator for multiple IoT/MTC devices 

before submitting a packet into the network. IoT and MTC devices generate small 

packets, which are preserved in a buffer in the intermediary PCF Node. In specific, the 

Transport Block Size (TBS) number is a crucial component then, which dictating how 

much data can be sent over the network in a single transmission, hence it is essential to 

strategically establish the size of this buffer. The TBS calibrated buffer size calibration of 

this system guarantees that successful compaction happens to generate big, 

appropriately packed, packets for transmission, by several little packets.  One important 

role of this accumulation process is to fully utilize the Physical Resource blocks (PRBs) that 

have been assigned. Packet relay bases, also known as PRBs, are the basic components 

for resource allocation in LTE and other advanced cellular networks.  

Each PRB has a fixed capacity. The transmission of individual little packets will waste a 

considerable amount of the physical resource block (PRB), which may lead to the 

inefficient utilization of the available spectrum and even congestion in high-density 

network scenarios. It aggregates multiple small data packets into one large packet to 

increase the amount of data carried by each physical resource block (PRB) using a PCF 

technique. This enhances the overall performance of the network and reduces 

unnecessary use of resources. Only until the buffer in the PCF Node fills up, does the big 

packet is still combined and is sent to the eNodeB, i.e. the Base station which is 

responsible for handling the communication between the user equipment and the core 

network. The smaller fresh packets that do arrive are still collected and stored in the 

buffer and sent on when its their turn to cycle through transmission. This ongoing process 

ensures that large amounts of reliable and significant IoT and MTC data is conveyed to 

the core network infrastructure. But sensitive or urgent data management is another vital 
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aspect that needs to be considered in this process. These data packets may experience 

unacceptably long waiting periods, making the information outdated or unusable, since 

they are stored in the buffer until the full memory is utilized. For instance, real-time 

monitoring systems in industrial automation or health care relieve instantaneous data 

transfer to function properly. In some cases, delayed communication may significantly 

impair patient care quality or operational efficiency. To address this challenge, the 

system integrates the buffering accumulation approach with a dynamic timing 

mechanism. Specifically, when the first packet arrives at the buffer a timer is triggered. 

Afterward, the system allows packets to queue up until either some rat-deterrent timer 

expires (the predetermine timer) or the buffer is filled to its last byte (the system fill). 

Whenever one of these situations occurs, the corresponding data is instantly packed into 

a large packet and transmitted to eNodeB. Then the timer is reset, and the process is 

repeated for incoming packets as in figure below. 

 

  

 

 

 

 

 

 

 

 

 

 

Figure 3:  

PCF flow chart 

All is still combined until the PCF Node buffer is full, the large packet will be sent to 

eNodeB, the Base station is responsible for communication with the user equipment and 

the core network. If a smaller fresh packet is most of all the packets still on the network, 

the buffer collects it and waits for it to be sent on, when it's time to cycle through 

transmitting. Such a continuous flow of small, reliable, and large IoT data from the edge 

subsets to the core network structures. This process though involves another important 

aspect of sensitive or urgent data management. Since these data packets get stored 

in the buffer until the complete memory is consumed, these packets can wait for 

unacceptably long periods, increasing the chance of the packets becoming obsolete 

or useless. For example, systems like real-time monitoring in industrial automation or 

health care depend on instantaneous data transfer for their operation. In some settings, 

delayed communication can substantially diminish the quality of patient care or the 
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efficiency of operations. To tackle this problem, the system combines the buffering 

accumulation method with a dynamic timing system. In particular, whenever the first 

packet arrives at the buffer a timer is started. Next, packets are free to back up until such 

time as some rat-evicting timer passes (the predetermine timer), or the buffer is 

completely full (the system fills). It occurs whenever one of these situations happen, at 

this instance all the relevant data is packed into a huge packet and sent to eNodeB. The 

timer value resets, and the process is repeated for incoming packets. To secure data 

integrity and adequate routing, varying degrees of protocol overhead is imposed on 

various stages of the communication stack in the accumulation process.  

This information typically comprises source and destination addresses, error-checking 

codes, sequencing information, etc., which are packaged in the form of Headers or 

trailers bundled as overheads. While it does add some overhead, overheads are 

essential for reliable and organized network communication. Once the big packet is fully 

constructed with all required overheads, it is sent from the PCF Node to the eNodeB. The 

eNodeB will then transmit the data to the relevant places in the core network, ensuring 

that the information is received by the rightful people at that same time. This structured 

and efficient data processing method ensures that cellular networks manage a high 

volume of IoT and MTC traffic with significantly improved performance and scalability. 

By far the best way to integrate MTC and Internet of Things data traffic in the existing 

cellular networks is the Packets Collection and Forwarding (PCF) methodology with some 

intelligent buffering and timing techniques. Its capabilities successfully provide the bridge 

between the high-speed characteristics of cellular networks and the low-speed 

demands of IoT devices in the fast-paced world of interconnected technologies, 

ensuring efficient, trustworthy, and scalable connectivity. 

TRANSITION PROBABILITIES 

The odds that a tiny packet will arrive in the buffer are known as PAT probabilities. For 

instance, when there is no packet in the buffer, packet arrival is certain, hence the value 

of t_0 = 1 (t_0 is the packet arrival probability). However, s_0 = 0 represents the packet 

departure probability, meaning that every time a packet arrives in the buffer, or a 

cumulative number of packets departs from the buffer. Like this, when there are already 

one, two, three, four, or five packets in the buffer, respectively, t_1, t_2, t_3, and t_4 are 

the probability of the second, third, fourth, and fifth packet arriving in the buffer. In a 

similar manner, the probability of large packets forwarded to eNodeB are represented 

by s_1, s_2, s_3, and s_4. Separate calculations are made for the transition probability in 

Scenario-1 and Scenario-2. Two PRBs are assigned to the system in the first scenario, while 

four PRBs are assigned to the system in the second. Furthermore, the simulation 

probabilities (A-posteriori probabilities) are verified using an analytical model as 

indicated in eq (2). 

=  {

1,   𝑛 = 0

1 − ∑
(𝜆𝑇𝑚𝑎𝑥)𝑗𝑒−𝜆𝑇𝑚𝑎𝑥

𝑗!
𝑛−1
𝑗=0 , 1 ≤ 𝑛 < 𝑟

0, 𝑛 ≥ 𝑟

............... (2) 

 

The chance of a packet arriving with none in the buffer is denoted by t_0 in equation (2). 
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RESULTS AND DISCUSSION 

The findings showed that a small number of machines will result in a low load and a 

smaller value of t_1. The load determines the packet arrival rate; a low load results in a 

low packet arrival rate; a high load causes the packet arrival rate to increase as well, 

increasing the value of t_1 for the following sensor and machines. The value of t_1 rises as 

the number of machines increases, as Fig. 2 illustrates. With a value of 0.78 for t_1, the 

probability of the second packet arriving is 78%. Conversely, the chance of departure s_1 

is equal to 0.22, or 22%. As shown in Figure 4, When the load is low, there's a greater 

chance that the next packet will come; when the load is high, there's a greater chance 

that the packet collection and forwarding process will start. 

 

Figure 4. Comparison probability t_1 (Scenario-1, 3 PRBs) 

Figure 5.  

Comparison probability t_2 (Scenario-1, 3PRBs) 

The likelihood of the third packet arriving, t_2, is displayed in Fig. 5. At low load, the 

departure probability, or s_2, will rise to 0.55, indicating a 55% chance that the PCF 

process will begin, while t_2 is 0.45, indicating a 45% chance that the third packet will 
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arrive in the buffer. The probabilities t_1, t_2, and t_3 are established in Scenario-2, where 

the intermediary node is assigned four PRBs, as seen in Figures 6, 5, and 6. The likelihood 

of the second packet arriving is denoted by t_1 in Fig. 4. When there are 200 machines, 

t_1 is equal to 0.78, and s_1 (the probability of an accumulated large packet) is equal to 

0.22 for the same computers. The findings indicated that as the number of machines 

increases, so does the value of t_1. 

 

Figure 6.  

Comparison probability t_1 (Scenario-2, 4 PRBs) 

Similarly, the probability of the third and fourth packet arrivals are represented by t_2 and 

t_3 in Figures 7 and 8, respectively. In a similar vein, the departure probabilities for three 

and four packets in the buffer are represented by s_2 and s_3. 

Figure 7. Comparison probability t_2 (Scenario-2, 4PRBs) 
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Figure 8: 

Comparison probability t_3 (Scenario-2, 4 PRBs) 

CONCLUSION 

In this research, the PCF technique is presented, where machine and IoT-generated short 

data packets are temporarily held in memory. Another method for managing tiny 

packets in memory is the timer technique. These small packets wait until the timer expires 

or the memory is filled. In mobile networks, this approach can significantly increase 

spectral efficiency. Additionally, the findings show that an increase in the number of 

machines overloads the mobile network, causing congestion that prevents the system 

from providing the necessary services. 
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