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Phishing is one of the most prevalent and risky online 

threats. It works when hackers deceive internet users into 

providing personal information, such as passwords, login 

credentials, and credit card numbers, in order to obtain 

data that is frequently used against them. Victims are often 

sent phishing URLs (Uniform Resource Locators) via email. 

These URLs send users to fraudulent websites, phishing, 

spam, drive-by download attacks, and other hazardous 

websites. It's critical to accurately classify each URL as 

harmful or legitimate in order to prevent consumers from 

accessing malicious URLs. Phishing URL categorization helps 

in avoiding visits to harmful websites beforehand. To 

recognize intrusion attacks and classify phishing URLs, we 

provide a deep neural network-based method. Three 

sources of information were used: Kaggle, PhishTank, and 

Alexa. Term Frequency Inverse Document Frequency (TF-

IDF) properties of a Support Vector Machine (SVM) are 

used to classify the phishing URLs in the first place. Second, 

we detect intrusions using a deep neural network. Finally, 

we evaluate our proposed model against previous 

approaches. Our research indicates that the SVM 

algorithm using TF-IDF produces an accuracy rate of 97.14% 

and a false positive rate of 2.8%. The model's intrusion 

detection predictions using validation data yielded 

promising results. We achieved an F1 score of 5.873%. With 

the exception of NMAP and a few other assaults, we 

obtained an accuracy rate greater than 95%. The main 

contributions of this study are: 1) improving phishing URL 

classification by combining SVM and TF-IDF, 2) utilizing a 

DNN model for efficient intrusion detection, and 3) 

conducting a thorough evaluation across multiple datasets 

to illustrate the reliability and robustness of the proposed 

method. The findings of the experiment indicate that the 

suggested model considerably enhances cybersecurity 

defensive systems, outperforming existing strategies in terms 

of accuracy, false positive rate, and detection precision.  
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INTRODUCTION 
Phishing assaults have significantly increased in recent years, demonstrated by the 

1,003,924 phishing attacks reported by the Anti-Phishing Working Group (APWG) in the 

third quarter of 2025 (APWG, 2025) (Korkmaz et al., 2020) (Bazai, S., et al. 2017). Real-

world tasks are being moved online due to the increasing use of mobile devices, 
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which is the cause of the increase (Dina & Manivannan, 2021).Even while this change 

makes both personal and professional activities easier, customers are at serious risk for 

security issues because online transactions have increased the possibilities of 

cyberattacks, including fraud, forgeries, hacking, Denial of Services (DOS), and social 

engineering (Bazai & Jang-Jaccard, 2020) (Bazai, S., et al. 2011). 

 
 

Figure 1. 

Phishing attacks report 2021-1Q 2022 

A new era has begun, when obtaining prospective information through data analysis 

and mining has become a top priority for many organizations due to the rapid growth 

of data in numerous areas (social media, mobile devices, IoT, etc.) (Aftab, F., et al., 

2023) (Bazai, S., et al., 2021) (Bazai, S., et al., 2017). Installing firewalls and antivirus 

software is no longer enough to handle this amount of data. Keeping people's privacy 

is a constant and challenging issue that affects their daily lives or after first mention: 

(Khonji et al., 2013). One of the most pervasive and serious cybersecurity risks is still 

phishing. 

 

Figure 2. 

Phishing Attack Process 

Phishing is a kind of cyberattack where hackers trick users into providing personal 

information, including passwords, login credentials, and credit card numbers, usually 

for malicious intent (Khonji et al., 2013). Today, phishing assaults are one of the major 

threats to internet users, businesses, and service providers, especially when working 

remotely during COVID-19 (Sundaram et al., 2021). Cybercriminals pretend as 
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legitimate companies in phishing scams to deceive victims into providing personal 

information, such as bank account details and login credentials (Abdelhamid et al., 

2014). Typically, attackers use this technique to trick unwary users by creating fake 

websites that closely resemble authentic ones. Figure 2 shows the steps involved in 

phishing attempts. To accurately detect phishing attacks, a variety of techniques are 

used, including content-based, heuristic-based, rule-based, list-based, and others. 

The objective of each technique is to accurately detect phishing assaults. A lot of 

studies have been performed to investigate possible ways to stop these kinds of 

attacks. To spot phishing attacks, some people start with the website itself 

(Abdelhamid et al., 2014). 

Though various algorithms are made to detect phishing attacks at the email level, the 

phisher still attempts to persuade the victim to visit the fraudulent website (Dina & 

Manivannan, 2021). The fact that confirming each Uniform Resource Locator (URL) a 

user attempts to visit before granting access slows down website browsing and is 

ineffective against phishing attacks is one of the reasons this is favored. Secondly, 

when phishing attacks are detected at the email level, they are prevented early, 

making users safer. Malicious software may attack a user's device, for example, when 

they visit a malicious website.  

Additionally, according to a recent study, phishing websites frequently disappear 

from the internet after 46 hours, yet phishing email records can be accessed 

whenever necessary (Barraclough et al., 2013). To increase phishing detection, 

several strategies have been proposed. These solutions often generate too many false 

positives due to their intrinsic inaccuracy. The success of some previous systems 

depends on data mining techniques that use a predefined set of attributes Saha et 

al. (2020). Other strategies that depend on black- or white-listings are useless because 

a phishing website only lasts a short time. In contrast, the majority of recent studies use 

content-based approaches and lexical URLs.  

Phishing attack detection in real time has never been easy, but it's now more 

important than ever. In order to avoid being a victim of phishing, it is necessary to 

swiftly and accurately detect these assaults. However, because phishers' tactics are 

always evolving, it can be challenging to detect phishing attempts. The majority of 

security measures are easily overcome by attackers. Phishing tools are constantly 

being updated by hackers to produce websites that can get over nearly any kind of 

defense. Consequently, effective and efficient anti-phishing detection technologies 

are needed. Phishing attacks in cyberspace can be accurately detected by 

classification algorithms that use machine learning.  

We propose an approach for detecting phishing URLs using machine learning. The 

problem of phishing attacks is addressed using the SVM-based machine learning 

technique. This SVM-based method helps to solve classification problems in an 

efficient manner. The effectiveness of the proposed approach is evaluated on a 

significant set of data obtained from Kaggle, Alexa, and PhishTank. A Deep Neural 

Network (DNN) is used to identify intrusions.  The suggested model has improved 

accuracy in identifying various attack types. 

LITERATURE REVIEW 

This section is composed of two parts. The initial section discusses phishing detection 

techniques and related studies in the field. In the second section, the methods for 

detecting intrusion attacks are presented. 
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A. Phishing Detection Methods 

As previously mentioned, Phishing is a type of social engineering attack. Phishers 

develop fake websites that look like the real ones in order to fool users into entering 

their login information. Therefore, this type might interact with the victims through a 

variety of media, including emails, short text messages (SMS), and smartphone 

platforms. The most common technique, though, is URL phishing. There have been 

numerous methods and strategies proposed to detect phishing. 

CANTINA is a revolutionary platform that uses SDN-based deep machine learning to 

prevent phishing attacks. This study aims to increase classification accuracy through 

the use of the Deep Machine Learning with Cantina Approach, or DMLCA (Mourtaji 

et al., 2021) (Oest et al., 2019). SVM (Support Vector Machine) is a machine learning 

approach used to address the problem of phishing attacks. The TF-IDF (Term 

Frequency-Inverse Document Frequency) information retrieval method helps 

evaluate the webpage's contents by comparing, classifying, and retrieving 

documents. Results and simulation provide the maximum accuracy when compared 

to existing methods. Nevertheless, it fails when images are substituted for text 

(Adewole et al., 2019). Over time, it also has an efficiency problem because it relies 

on a third-party service's search engine, which might slow down identification. 

The study (Oest et al., 2019) uses the DML Approach to classify phishing websites using 

a Feed Forward Neural Network. The authors propose classifying websites into three 

groups—phishing, suspicious, and trustworthy using a DML-based methodology. The 

data was collected from the 10,000-site Kaggle database, having ten features. After 

data collection and preprocessing, a feed-forward neural network is used to predict 

whether a web page is phishing. A Confusion Matrix was utilized to assess the 

proposed approach's effectiveness, with outcomes of 93.00% test and 95.00% training 

accuracy. 

The authors of (Barraclough et al., 2013) suggested a simple deep learning approach 

for detecting phishing URLs, which allowed them to design a real-time, cost-effective 

phishing detection system. The suggested method has a 95.80% accuracy rate. A 

2000-record dataset containing 1000 legitimate URLs and 1000 phishing URLs was 

utilized to evaluate the system's SVM algorithm. They demonstrated that a low-power 

integrated single-board computer can be used to accomplish the suggested strategy 

in real time. Nevertheless, the phishing website's information is not enough to assess 

the system. To test the system towards newly developed phishing efforts, a sizable 

phishing database is needed (Lohiya et al., 2021). 

Additionally, a better machine learning (ML) prediction model is proposed to increase 

the effectiveness of anti-phishing measures (Bell & Komisarczuk, 2020) 

(Tareen et al., 2022). An effective feature vector is generated by the predictive 

model's feature selection module.  These features are extracted from the URL, 

webpage attributes, and webpage activity using the incremental component-based 

approach. The model is then given the feature vector that was produced in order to 

make predictions. Three criteria are included in the feature selection module (Bell & 

Komisarczuk, 2020). A 15-dimensional feature vector is used in the suggested method 

to train the SVM and NB models. To evaluate the model's accuracy, NB and SVM-

based classification experiments were performed on datasets containing 2541 

phishing and 25.000 actual sites (Barraclough et al., 2021). A novel strategy for 

detecting phishing attacks was presented by the research's authors (R. S. & Ravi, 

2020), who combined ML algorithms with a range of features with heuristic-based, 
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online content-based, and list-based approaches. Evaluation techniques (metrics) 

based on the ANFIS (Adaptive Neuro-fuzzy inference system), NB, PART (Projective 

Adaptive Resonance Theory), J48, and JRip with features were used to test the results 

of the proposed strategy. Overall, more than 99.33% of classifiers were accurate. The 

highest-scoring program, PART, completed the task in 0.006 seconds with an accuracy 

of 99.33 percent. Studies have shown that the proposed technique can properly and 

quickly detect phishing websites.  Due to this paper's limitation, the error rates were 

0.66%, indicating that over-fitting is caused by certain noisy characteristics. The 

authors of (Masoud, M., et al., 2017) (Zouina, M., et al., 2017) (Kim, J., et al., 2017) 

studies included techniques for using machine learning models to identify phishing 

URLs. However, real-time use of these strategies is not possible. Phishing data is 

insufficient for these approaches' models. The suggested model must be tested on a 

sizable dataset. Additionally, these methods produce higher error rates.  We tested 

the model on the large data set in this research. This has improved the accuracy of 

the learning process.   

B. Intrusion Attacks Detection Techniques 

The term intrusion refers to any type of unauthorized action that harms an information 

system. In order to detect intrusions, various methods have been proposed, including 

methods based on machine learning, deep machine learning, anomaly detection, 

and signatures. Deep Machine Learning techniques were utilized in studies (Sarker, I. 

et al., 2021) K. M., et al., 2021) (Topbas, A., et al., 2021) to identify intrusions. The internal 

understanding of the deep learning algorithms that trigger neurons is still lacking, 

though. In order to manage the results of both anomaly and abuse detection, Ozgur 

et al. 2021 presented a hybrid system that integrated both, along with a decision 

support system. In the anomaly detection strategy, they used the Self-Organizing Map 

(SOM) structure to mimic usual behavior, and in the misuse method, they classified 

several kinds using the decision tree methodology (Noor, S., et al., 2021). Every odd 

behavior is perceived as an attack. 

One important aspect of cybersecurity technology is intrusion detection, which tracks 

and analyzes network data from many sources in order to spot malicious behavior. In 

recent years, deep learning-based deep neural network (DNN) techniques have 

been preferred methods for detecting malicious attacks (Subba, B., et al 2021). In 

order to reduce the false detection rate, earlier research used a range of machine 

learning methods to find attack patterns. Chung developed and assessed the 

intrusion detection model utilizing one or more of the numerous machine learning 

techniques, including Bayesian Classification, decision trees, and support vector 

machines (SVM) (Hussain et al., 2025) (Hussain, N., et al., 2024) (Akram et al., 2025) 

(Hussain, B., et al., 2024) ((Bhatti et al., 2023) (Nabeel et al., 2024) (Fakhar et al., 2022). 

K-means clustering was the only method used in another study to identify fraudulent 

communications. The K-Means technique, which is frequently used with non-

hierarchical clustering, was implemented by Shin to identify patterns in the data. 

Consequently, he found a parameter that might also identify a Witty worm attack and 

a DDoS attack (Zaland, Z., 2021). In order to reduce the risk of illegal attacks such as 

DDoS, (Tang, L., et al. 2021) offers a program that we personally guarantee is safe, 

and its access protocols. Table 1 summarizes previous research and identifies the most 

significant contributions in this area. Most studies have addressed the problem of 

phishing URL detection using traditional ML and DL-based methods, as is seen from 

most of the research. This study focuses attention on the current problems in the area, 

such as the dynamic nature of phishing techniques, the need for large and diverse 
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datasets, and the challenge of achieving high detection accuracy while maintaining 

sustainability and real-time accuracy. 

Table I.                                                                                                                                                                                                                     

Literature Review Of Existing Methods 
Ref Models Dataset Description Accuracy % Limitation 

(Tang & 

Mahmo

ud, 

2021) 

C4.5, 

OneRule, 

Conjuncti

on Rule, 

eDRI, 

RIDOR, 

Bayes 

Net, 

SMO, 

AdaBoos

t 

PhishTank, 

Millersmiles 

The study compared 

several ML algorithms 

in terms of 

classification 

accuracy. 

96.0%, 

89.7%,89.5%, 

94.2%, 

93.5%, 

93.7%, 

94.3%, 92.1% 

Without concentrating 

on the content of the 

prediction models 

produced, the study 

compared a number of 

algorithms in terms of 

classification accuracy. 

(Aljofey 

et al., 

2020) 

characte

r-level 

convoluti

onal 

neural 

network 

(CNN) 

PhishTank, 

Alexa, 

OpenPhish, 

spamhaus.o

rg, 

techhelplist.

com, 

isc.sans.edu 

The algorithm 

efficiently classifies 

phishing URLs without 

depending on the 

content of the page, 

third-party services, 

or previous phishing 

knowledge. 

95.2% Data from phishing 

attempts is not enough 

to test the system. To 

evaluate the 

technique, a sizable 

phishing database is 

required. 

(Rani et 

al., 

2023) 

Random 

Forest, 

Decision 

Tree 

PhishTank The study utilized 

Random Forest and 

Decision Tree models 

to identify phishing 

URLs from authentic 

URLs based on URL 

characteristics. 

87.0%, 

82.4% 

The dataset and 

feature extraction 

process are not 

provided, and just a 

few evaluation metrics 

have been provided. 

(Abad 

et al., 

2023) 

Decision 

Tree (DT), 

Random 

Forest 

(RF), 

Support 

Vector 

Machine 

(SVM), k-

Nearest 

Neighbor

s (KNN) 

650,000 URLs 

were utilized 

in the 

dataset 

(552,500 for 

training and 

97,500 for 

testing). 

The study used MR 

feature selection and 

four machine 

learning models with 

various instance 

selection techniques 

to categorize 

phishing URLs. 

90.6%, 

93.4%, 

92.3%, 87.6% 

Phishing URL 

classification is 

challenging; model 

sensitivity to instance-

selection techniques 

varies, and SVM 

computation is 

expensive. 

(Cherra

di & El 

Mahaje

r, 2025) 

Logistic 

Regressio

n (LR), 

Support 

Vector 

Machine 

(SVM), 

Naive 

Bayes 

(NB), 

Decision 

Tree (DT) 

Kaggle 

dataset 

Four machine 

learning models were 

used in the study to 

classify malicious 

URLs. They were 

tested both before 

and after 

hyperparameter 

tuning, and they 

were made available 

through a web 

application built with 

FastAPI. 

0.915%, 

0.908%, 

0.924%, 

0.918% 

Limited generalization 

to unknown or 

multilingual material; 

depends on static traits 

without adaptive 

learning; susceptible to 

obfuscation, 

redirection, and zero-

day URLs. 

(Wang, 

2025) 

Logistic 

regressio

n (LR), 

decision 

trees 

Kaggle 

dataset 

The study evaluated 

three machine 

learning classifiers 

(LR, DT, and RF) for 

detecting malicious 

0.877%, 

0.913%, 

0.942% 

Limited algorithm 

diversity, incomplete 

dataset description, 

and lack of phishing-

specific analysis. 
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(DT), and 

Random 

Forest 

(RF) 

URLs and analyzed 

the value of features 

and model 

explainability using 

SHAP values. 

Although previously proposed phishing detection methods work well, they have some 

issues. They frequently rely on minimal data, have a high rate of false alarms, and find 

it difficult to adjust to novel phishing techniques. By leveraging a large dataset and 

applying machine learning techniques with improved feature selection techniques to 

boost accuracy and flexibility, our suggested method aims to address these problems. 

PROPOSED METHODOLOGY 

This chapter presents the research methodology. We suggested a machine learning-

based technique to detect phishing websites. Phishing attack-related issues are 

addressed using the SVM technique. A supervised machine learning technique called 

SVM helps in the effective resolution of classification issues. The usefulness of the 

suggested method is assessed using a sizable dataset sourced from PhishTank, Alexa, 

and Kaggle. The DNN technique is used to detect intrusions. In order to detect zero-

day threats and enhance network security, DNN has recently been integrated with 

intrusion detection systems (IDS). 

The SVM classifier takes URLs as input. Following the URL analysis, features are 

extracted initially, followed by TF-IDF features. Machine learning algorithms are trained 

using these feature sets. The features are then used as training data in machine-

learning models after they have been retrieved. A variety of features are gathered, 

including search engine features, lexical, WHOIS, and keywords. To use DNN to detect 

the intrusion, the NSL-KDD dataset and the output of the phishing URLs are taken as 

input. The Scikit-learn or Keras dataset was used to train the model. The process of 

phishing detection is illustrated in Figure 4. The general approach for detecting 

intrusions and phishing attempts is shown in Figure 3. 

Figure 3. 

Overall Phishing and Intrusion Detection Mechanism 

We describe the execution and design of phishing URLs obtained from different 

sources during the phishing phase. The SVM classifier will be provided the URLs as input. 

Initially, we analyzed the URLs to check for duplicate or null data. Null values will be 

removed, and duplicate data will be eliminated. Features are first extracted following 

URL analysis, followed by TF-IDF features. In order to train the machine learning 

algorithms, several feature sets are utilized. 
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Figure 4. 

Phishing detection mechanism 

After the features are retrieved, they are used as training data for machine learning. 

A machine learning model, which includes SVM, is used to train the dataset. The 

accuracy of these models using the testing dataset is then used to assess their 

effectiveness. The testing dataset was then pre-processed, and features like Count 

and TF-IDF features were retrieved. Once more, the models are trained using the 

retrieved features as training data. Finally, we compare the accuracy rate of the two 

machine learning techniques. The machine learning algorithms will categorize the 

URLs as benign or phishing after they have been analyzed. 

A. Dataset 

Models were trained on Kaggle and PhishTank datasets. PhishTank is a database of 

phishing URLs that the business keeps up to date. The Kaggle data set contains a 

selection of URs that have been categorized as legitimate or phishing. It includes ten 

features and URLs from 5,49346 different websites. 5,49346 records are in the 

database. The label column, also known as the prediction column, is divided into two 

sections. A good URL is one that doesn't contain any malicious content or phishing 

scams. These websites are phishing schemes that have been labeled as bad, and 

their URLs are fake. There are no blanks in the data collection. 

B. Pre-processing  

Data Preprocessing and data distribution are necessary to ensure that the model will 

perform well with new data. An uneven dataset may produce biased predictions, 

decreasing accuracy in previously experienced occurrences. Stratified sampling was 

used to balance class representations in order to solve this problem. To improve both 

the quality and the usefulness of the data for the model, preprocessing techniques 

such as encoding, feature selection, and normalization were applied. 

 Finding and removing duplicates from the data collection process is essential to 

ensuring the accuracy and integrity of the data. This study identified and removed 

42151 duplicate entries from the dataset.  

The TF-IDF vectorizer is specifically designed to encode URLs that have been 

eliminated because they are invalid. By using the word-frequency weights from the 

vectorizer, the model is able to understand the data more accurately. The URLs can 

be fed into the SVM model after they have been encoded. Using the TF-IDF approach, 

we may convert our data into a collection of features that we can utilize to develop 

a word vectorizer. The maximum feature count is set at 1000, and a data frame with 

the unigram information is also being produced.
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Figure 5:  

The overall entries and their respective ratios 

TF-IDF Vectorizer and Count Vectorizer are used to extract features from the URLs, and 

finally, a 1 is produced from the data frame elements with values larger than 0. 

C. Feature Extraction  

After the data has been cleaned and preprocessed, feature extraction begins. Figure 

6 shows the features that are collected, including search engine parameters, 

keywords, Lexical, and Whois. Keywords, search engine properties, WHOIS, and lexical 

properties will all be extracted from the collected data. Text-based characteristics are 

known as lexical features. Word length, word count, word frequency, and vocabulary 

preference are examples of lexical features.  

 

Figure 6. 

Feature Extraction 

The website domain information (WHOIS) is the source of many useful website 

features. Some of the characteristics of WHOIS include details about the domain's 

age, registrar, registrant, and name server. Index-based functionalities are referred to 

as "search engine features" in search engines. 

D. Machine Learning  

Natural language processing, energy production, image processing and computer 

vision, computational finance, automotive, and aerospace are some of the key 

techniques used in the machine learning approach. A machine learning algorithm is 

used to create a mathematical model of the sample data, also known as training 

data. With the help of features identified in phishing URLs, our suggested method 

distinguishes between them. The analysis of various machine learning methods is 

shown in Figure 7. 
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Figure 7. 

Machine Learning Methods 

1) SUPPORT VECTOR MACHINE (SVM)  

The support vector machine is a supervised learning model that analyzes data for 

regression and classification. This non-probabilistic binary linear classifier can be used 

to allocate new data from a single category. After a sizable amount of data has been 

classified, the SVM classifier is evaluated. 

2) TERM FREQUENCY INVERSE DOCUMENT FREQUENCY (TF-IDF) 

A numerical metric called TF-IDF is used to assign a value to each word in a document 

according to its appearance in the given collection of texts. There are two 

fundamental parts to it. The number of times a word appears in a document is its 

frequency (TF).  

There is an inverse relationship between the IDF and the number of publications that 

utilize the word. The sum of the TF and IDF results is the TF-IDF score. The word's 

importance to the document is shown by its TF-IDF score. Term frequency (TF) and 

inverse document frequency (IDF) data are combined to create the TF-IDF score (IDF). 

The following is the mathematical calculation for TF-IDF: 

𝑇𝐹 − 𝐼𝐷𝐹 (𝑇𝑠, 𝐷𝑒 , 𝐷𝑒) ×  𝐼𝐷𝐹 (𝑇𝑠, 𝐷𝑐))                          (1) 

𝐼𝐷𝐹(𝑇𝑠, 𝐷𝑐) = 𝑙𝑜𝑔 (
|𝐷𝑐|

1+|{𝐷𝑒 ∈ 𝐷𝑐∶𝑇𝑠 ∈ 𝐷𝑒}|
)                          (2) 

TF-IDF represents the frequency with which specific terms occur in documents, where 

T stands for "terms in Word document," De for "each document," and Dc for "the 

collection of documents." The above formula can be used to calculate the inverse 

document frequency. |De, Dc, Ts, and De| are variables that specify the total 

number of times that must appear in all papers. When compared to other embedding 

methods, TF-IDF offers additional benefits.  TF-IDF prioritizes less common but more 

informative phrases to help differentiate between phishing and legitimate URLs, while 

BoW examines all words equally. On the other hand, TF-IDF is computationally cheap 

and suitable for real-time phishing detection, unlike other word embedding that 

require big training datasets and a lot of processing power. 

TF-IDF is ideal for detecting distinctive patterns in phishing URLs, which is why we 

selected it for the phishing URL detection challenge. It can efficiently assess the 

importance of words in each corpus. Our approach, which utilizes TF-IDF, optimizes 

the performance of Support Vector Machines (SVM) by concentrating on important 

URL features that are suggestive of phishing attacks. As a result, detection 

performance is enhanced with increased efficiency and accuracy. We can convert 

our data into a collection of features using the TF-IDF method, which we can then use 

to create a word vectorizer. Additionally, a data frame containing the unigram 
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information is generated, and the maximum feature count is set at 1000. Lastly, data 

frame elements with values greater than 0 are being used to generate a 1. The Count 

vectorizer and the TF-IDF vectorizer are utilized to extract features from the URLs. 

 

Figure 8. 

TF-IDF features Extraction 

E. Deep Neural Network (DNN)   

The second phase of the study simulates the deep learning approach and assesses 

how well it handles intrusion attack detection. In artificial intelligence research, neural 

networks are one field that aims to mimic human brain activity by mimicking the 

human nervous system, namely, its capacity to recognize and fix errors. Neuronal 

networks are made up of many neurons. Figure 9 shows a neuron block diagram. 

The ability of neural networks to evaluate attack characteristics and differentiate 

components that are different from those under study is one of their key features 

(Ahmed et al. 20250) (Songpeng et al., 2025) (Bhatti et al., 2025). In applications like 

object detection and natural language processing, which include picture 

classification, deep neural networks (DNNs) perform exceptionally well. In order to 

identify and categorize network traffic intrusions, DNNs have been applied in the 

intrusion detection field. The suggested architecture for intrusion detection consists of 

two components: feature extraction and classification. In order to extract meaningful 

features from the input data, the DNN training process begins with pre-processing. The 

collected features are used in training deep neural networks to classify the input data 

into discrete intrusion categories. 

 

Figure 3. 

Schematic block of neuron 
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Three layers comprise a DNN: input, hidden, and output. As illustrated in Figure 10. 

1) INPUT LAYER 

The features of the data that will be used to train and design a model are represented 

by this layer. These features are intrusions of various kinds in our situation. Subsequently, 

the DNN would try to abstract or generalize these attributes. 

2) HIDDEN LAYER 

Depending on the data entering the model, this layer can be thought of as a 

sequence of on-off switch nodes that are triggered in particular combinations. A 

prediction or output is then generated by the values for these switches. Any number 

of nodes can be included in the hidden layer, and the neural network model itself 

may have several hidden layers. The model gets increasingly complicated as a buried 

layer's node count rises. We used nearly five hidden layers in our case, which serve as 

a basis for our predictions. 

3) OUTPUT LAYER 

The model's final predictions are represented by the output layer. The output layer will 

have a single node if the model predicts a numerical value, such as a product's price. 

On the other hand, the output layer will have a large number of nodes if the model is 

predicting whether something belongs to one of several categories. Every node will 

stand for a different category. Upon grouping them, we obtain several nodes that 

belong to the respective category.  

 

Figure 10. 

DNN Components 

4) DNN MODEL IMPLEMENTATION 

A DNN architecture can be applied to intrusion detection and classification in a 

number of ways. The basic guideline states that the number of nodes in the first layer 

should be twice that of the features. The model has five levels, with the first layer 

having 244 nodes and the next layers having 122, 61, 30, and 11 nodes. The output 

layer utilizes the softmax activation function for multi-class classification, and the 

rectified linear unit (ReLU) activation function is used in the hidden layers to avoid 

vanishing gradients.  After preprocessing the dataset into feature-target pairs for 

simpler classification, the target values were encoded one-hot. Using the stochastic 

gradient descent (SGD) approach, the model was trained across 50 epochs with a 

batch size of 2500. In order to minimize errors, the model iteratively adjusted weights 

and biases via backpropagation. To train and assess the model, the pre-processed 

dataset is used. The model's F1 score, recall, accuracy, and precision are compared 

to the most advanced approaches. 
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Figure11. 

SVM Performance 

RESULTS AND DISCUSSION 
 The experimental setup and outcomes of the suggested method for phishing URLs 

and intrusion detection using SVM and DNN models are covered in this part. Model 

performance is thoroughly assessed and compared through the use of key measures 

such as F1 score, accuracy, and precision. 

A. Experimental Environment 
This study's model was developed on Google Collaboratory with GPU support utilizing 

TensorFlow, ML frameworks, and Python. 

B. SVM Results   
In order to prevent phishing attempts, SVM-based machine learning techniques were 

used. Model performance is assessed using both training and testing accuracy. 

Testing accuracy evaluates the model's ability to generalize to new data, whereas 

training accuracy determines how well the model learns from the provided data. The 

F1-score is a statistic that combines precision and recall to assess how well a model 

performs on a given dataset. In general, SVM combined with the TF-IDF algorithm 

outperforms SVM individually in terms of accuracy, precision, and F1 score for phishing 

detection. 

Table 2.                                                                                            

Svm With Tf-Idf Result Comparison With Svm Alone 

Finding the relevant terms in a URL and assigning them weights is the aim of the TF-IDF 

algorithm. This can enhance SVM's capacity to distinguish between legitimate and 

phishing websites. Furthermore, SVM with the TF-IDF technique can capture subtler 

aspects of the URLs than conventional SVM. Figures 11 and 12 illustrate the 

comparative and evaluation performance of Multinomial NB and SVM, respectivel. 

 
Figure 12. 

Multinomial NB Performance 

Evaluation Metric SVM SVM with TF-IDF 

Accuracy 96.3 97.3 

Precision 96.2 97.2 

F1 Score 96.3 97.3 
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Table II demonstrates that SVM with TF-IDF performs better than SVM when comparing 

the results of the two models. Table III illustrates the outcomes of comparing the 

suggested SVM with other approaches. 

Table 3. 

Proposed Svm Comparison With Different Algorithms 

C. DNN Results   

The second part of the study concentrated on using a Deep Neural Network (DNN) 

for intrusion detection. In the model, every neuronal layer has a unique activation 

function. Performance metrics such as accuracy, precision, recall, and F1 score were 

utilized to evaluate the model compared to existing approaches. In terms of intrusion 

detection and classification, the experiment's findings demonstrate that the DNN 

model outperforms baseline systems. By testing the proposed model on a benchmark 

dataset and comparing it with other models, the most efficient intrusion detection 

technique was determined. Throughout the training phase, backpropagation 

demonstrated better results than conventional deep neural network training 

techniques. The suggested method categorizes attack methods into four major 

categories:  R2L (Remote to Local Attack), U2R (User to Root Attack), Probe (Probing 

Attack), and DOS (Denial of Service Attack). The intrusion descriptions and 

classifications are presented in Tables IV and V. 

Table 4. 

Types of attacks and kinds of intrusions discovered in training and testing dataset 

Category Training Set Testing Set 

DoS Back, land, Neptune, pod, 

smurf, teardrop 

Back, land, Neptune, pod, smurf, teardrop, 

mailbomb, process table, udpstorm, 

apache2, worm 

R2L Fpt-write, guess-password, 

imap, multihop, phf, spy, 

warezclient, warezmaster 

Fpt-write, guess-password, imap, multihop, 

phf, spy, warezclient, warezmaster, xlock, 

xsnoop, snmpguess, snmpgetattack, 

httptunnel, sendmail, named 

U2R Buffer-overflow, 

loadmodule, perl, roolkit 

Buffer-overflow, loadmodule, perl, roolkit, 

sqiattack, xterm, ps 

Probe Ispweep, nmap, 

portsweep, satan 

Ispweep, nmap, portsweep, satan, mscan, 

saint 

When tested on validation data, the proposed model achieved 96% accuracy and 

97.873% F1 score, as shown in Figure 13. Although the model performed well overall, it 

struggled to detect "nmap" and a few other attacks due to their subtlety and similarity 

to harmless traffic patterns. 

No Algorithm Accuracy Precision F1 Score 

1 SVM with TFIDF 

(proposed) 

97.3% 97.3% 97.3% 

(Ali, Shahbaz, et al. 

2019) 

SVM with Entropy 91.30% 90.53% 90.91% 

(Elkouay, M., et al., 

2022) 

SVM with N-Gram 87.10% 87.17% 87.13% 

(Hashem, 2013) SVM with PCA 89.20% 89.23% 89.21% 

Al-Sabbagh, H., et 

al., 2024) 

SVM with K-Means 90.90% 90.80% 90.85% 
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Table 5.   

Description Of Intrusions 
Feature Name Description 

Duration Length (number of seconds) of the connection 

Protocol _type Type of the protocol, e.g., tcp, udp 

Src_bytes Number of databytes from source to destination 

dst-bytes Number of databytes from destination to source 

Srv_count Number of connections to the same service as the current 

connection in the past two seconds 

Dst_host_same_src_port_rate Number of connections that were to the same source port 

D. Proposed Work Benefits 

The advantages of the proposed approach are as follows: 

1) NO THIRD-PARTY SERVICES ARE REQUIRED 

The proposed method is not dependent on any third-party services since it does not 

harvest features based on third parties. 

2) FAST COMPUTATION 

There is no need to visit the website because only URL-based attributes are extracted. 

Consequently, the time required to extract and process the features is reduced. 

3) INDEPENDENT OF DRIVE BY DOWNLOAD 

There is no chance of viruses being downloaded from the web pages because the 

actual website is not visited in order to extract features. 

CONCLUSION 

This paper evaluated the application of Deep Neural Networks for intrusion detection 

in Software-Defined Networking environments and represents the effectiveness of 

combining Support Vector Machines with Term Frequency-Inverse Document 

Frequency for phishing detection. 

Figure 13. 
Prediction Set Confusion Matrix 

We suggested a method that uses machine learning (ML) to categorize phishing 

websites. Using SVM along with TF-IDF, the machine learning method addresses 
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phishing URL detection. We find that SVM and TF-IDF together improve accuracy and 

efficiency when used to detect phishing URLs compared to SVM alone. Deep neural 

networks (DNNs) outperform other deep and machine learning models in detecting 

intrusions. DNNs are very good at identifying outlier occurrences and complex 

patterns. The diversity of data sources that DNNs can process, such as system logs, 

network traffic, and user behavior, is too much for conventional models to handle. A 

unique advantage of DNNs is their capacity to detect patterns and abnormalities that 

traditional approaches often ignore. This study thoroughly evaluates their application 

in intrusion detection.  Our findings indicate that DNNs are an excellent option due to 

their superior performance and faster processing. 

Further research on DNNs for intrusion detection may reveal more, such as adding 

more complex structures and exploring the potential for transfer learning. To find out 

how DNNs might be used in conjunction with other machine-learning techniques to 

increase IDS efficacy, more research is also essential. 

Several future studies are recommended in order to overcome the limitations that 

have been identified and enhance the system's functionality. First, to stop people from 

visiting those phishing URLs, incorporate a blacklist mechanism into the suggested 

work. To stop users from falling victim to phishing and intrusion assaults, a prevention-

based strategy utilizing a blacklist mechanism will be implemented.  The development 

of adaptive models to enhance the system's detection of zero-day assaults is another 

area of future research. These models don't require complete retraining because they 

dynamically add new phishing and intrusion patterns to their knowledge base. In 

order to reduce processing overhead, hierarchical network topologies and efficient 

routing protocols, such as shortest path routing, should be combined. Additionally, the 

throughput and latency of SDN should be increased. Finally, compare the 

performance of TF-IDF with various ML and DL models, including CNN, LSTM, and 

Random Forest. Exploring more efficient packet processing methods that lower 

latency and improve real-time detection capabilities through the use of hardware 

acceleration and sophisticated DL algorithms is essential. 
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