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In December 2019, the world faced an unprecedented and formidable 

challenge in the form of COVID-19. Since its first reported case in 

December 2019 and subsequent classification as a pandemic by the 

World Health Organization (WHO), it has imposed an enormous impact, 

taking lives, disrupting diverse economic sectors, and introducing 

numerous challenges. Predicting and controlling COVID-19 precisely 

remains a pivotal concern for the future. To enhance the precision of 

COVID-19 disease prediction and alleviate the burden on healthcare 

systems, we explore the application of diverse machine learning 

classifiers. Leveraging datasets comprising confirmed cases, recoveries, 

and fatalities, our study seeks to improve the predictive accuracy, 

ensuring efficient and precise evaluation and triage of patients. This, in 

turn, the load on overburdened emergency departments is reduced, 

and mitigates the pressures faced by healthcare professionals. The 

pivotal role of artificial intelligence (AI) and machine learning (ML) in this 

context cannot be overstated. Our research endeavors to refine the 

accuracy and quality of results by employing advanced machine 

learning techniques such as Random Forest (RF), Decision Tree (DT), 

Support Vector Machine (SVM), Naïve Bayes (NB), Gradient Boosting 

(GB), and Extreme Gradient Boosting (XGBoost). Our dataset is sourced 

from Kaggle, a well-established platform for data science and machine 

learning. Our comprehensive analysis compares the outcomes of six 

distinct models. Notably, the Gradient Boosting classifier surpasses other 

techniques, achieving an impressive accuracy rate of 90% for confirmed 

cases, 90% for recoveries, and 92% for fatalities. This represents a 

significant improvement over the baseline paper, which achieved 

accuracy rates of 83% for confirmed cases, 72% for recoveries, and 81% 

for fatalities using the same dataset. Further our research enhances 

COVID-19 prediction, aiding healthcare professionals in addressing the 

other global epidemic for future.  
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INTRODUCTION  

COVID-19, a novel strain of the Coronavirus, had spread considerably by the end of 

2019 (Brunese est al., 2020). A new strain (COVID-19) acronym for Coronavirus Disease 

19, was detected in humans that had never been previously detected (C. Huang et 

al., 2020). In December 2019, people in Wuhan City, China, became the first to be 

infected with the virus (Khanday et al., 2020). After one of the cases was diagnosed 

as a new virus called COVID-19, China released the genetic sequence of the virus to 

the public on 12 January 2020 (She et al., 2020). On 30 January 2020, the World Health 

Organization (WHO) declared the epidemic an emergency in public health of 

worldwide concern, then on 11 March 2020, it declared the outbreak a pandemic. 

(Kumari et al., 2021). Coronaviruses are a kind of respiratory virus that has the potential 

to cause a variety of disorders, MERS (Middle East respiratory syndrome) and SARS 
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(severe acute respiratory syndrome) are two examples of respiratory syndromes. 

(Holmes, 2003). They acquire their name from the crown-shaped points that sprout on 

their surface (Van Der Hoek et al., 2004). These viruses are common in many animal 

species such as camels and bats, but they can also develop and infect humans, 

potentially spreading to the population (Brunese et al., 2020). The COVID-19 outbreaks 

not only harm people's lives, but they also have a profound effect on the country's 

economy. As of April 28, 2020, there was no vaccination to prevent this virus from 

infecting more than 3 million individuals. Precautionary measures were issued by the 

WHO. Using information technologies, deep learning and machine learning (ML) can 

help combat this epidemic. (Painuli et al., 2021). On August 22, there was evidence 

of human-to-human transmission, and on August 30, it was granted a high-risk 

designation (She et al., 2020). The fact that COVID-19 was discovered and the 

subsequent pandemic was an unanticipated occurrence with few to no or unknown 

options for recognizing, handling, or regulating sick people explains why it has had 

such an impact. However, during the past two years, we have gotten used to it and 

are now beginning to regain our normal lives as they were prior to the epidemic. To 

be able to adapt to any emerging diseases that may arise in the future, we must 

continue to possess the capabilities to evaluate ailments like COVID-19 adequately. 

According to (Samuel, 1959), machine learning is the branch of science that enables 

computers to learn without being supervised.  

As a result, we can define ML as the field of computer science in which computers 

that can program themselves can be constructed. Hospitalized individuals with the 

coronavirus syndrome (COVID-19) are constantly in danger of death. ML algorithms 

might be used to predict death in COVID-19 hospitalised patients. As a result, our 

research will evaluate several ML algorithms for forecasting using information from 

individuals at the time of admission for COVID-19 morbidity, with the purpose of 

selecting the much more appropriate algorithm for use in formulating decisions. 

Artificial intelligence-based electronic gadgets can be crucial in controlling the 

spread of the virus as it spreads from person to person. The importance of electronic 

health data has expanded along with the function of healthcare epidemiologists 

(Bates et al., 2014). A significant opportunity for medical research and useful 

applications to advance healthcare is presented by the growing accessibility of 

electronic health data. This information can be used to improve the decision-making 

capabilities of machine learning algorithms in terms of disease prediction (Wiens & 

Shenoy, 2018) . Pattern recognition, a branch of artificial intelligence (AI), gave rise to 

machine learning, where data can be organized for user understanding. 

Many applications have recently been developed utilizing machine learning across 

a multitude of areas, including healthcare, finance, and military hardware, space 

exploration, etc. Machine learning may be implemented in healthcare to provide 

enhanced diagnostic tools for medical image analysis. For example, a machine 

learning algorithm can be used in medical imaging to look for patterns that indicate 

the presence of a specific illness using pattern recognition. This might help doctors 

make more quickly and accurately diagnosis. (Wernick et al., 2010). Machine learning 

could potentially be used to analyse clinical trial data in order to discover previously 

unknown medication adverse effects. This has the potential to optimise patient care 

and also enhance the safety and efficacy of medical operations. ML is a rapidly 

growing and developing field. It optimizes the computer’s performance using data-

driven programming. It uses the training data or its prior experiences to learn the 

parameters to optimize the complex algorithms (Venkata Ramana et al., 2011). It can 



 

 

 Prediction of COVID-19 using machine learning techniques  Raja, M.A et al. (2023) 

 

also make future predictions using the data. Using the statistics of the data, machine 

learning also contributes in the construction of a mathematical model. 

LITERATURE REVIEW 

Before beginning the research process, it was necessary to review previous works in 

the field to obtain a broad knowledge of the findings that are already available in this 

domain. The approaches currently employed in research on COVID-19 prediction are 

discussed in this literature review. The current machine learning and epidemiology 

models were the primary focus of this preliminary research, with the goal of identifying 

a potential research gap and eventually strengthening this area of research with our 

own work. (Muhammad et al., 2021) used DT, NB, SVM, logistic regression and ANN ML 

algorithms to develop models of supervised ML for the positive and negative of 

COVID-19 cases in Mexico. 80:20% data is used for training testing. The DT algorithm 

outperforms than the NB and logistic regression ML algorithms in terms of accuracy. 

By using a decision tree model, it is also indicated that the age factor plays a 

significant role from the dependent variables. People over the age of 45 are more 

likely to be infected with SARS-CoV-2 than those under the age of 45. They also state 

that patients with diabetes, obesity, hypertension, asthma, and pneumonia have a 

much higher risk of contracting COVID-19 than the other patients.  

(Mary & Albert Antony Raj, 2021) determines which classification strategy, in relation 

to the data samples for COVID-19 patients diagnosed, operates with high precision. 

In this research the author used classification methods including NB, KNN, DT, RF and 

SVM with a linear kernel (linearly separable) for maximum accuracy. For classification 

the author used both numerical and categorical variables. Conversely, it was found 

that SVM is the best and has the most elevated precision pace of 85%, which is 

exceptionally helpful for COVID-19 clinical consideration with a little information 

assortment. (Lasya et al., 2022) use numerous algorithms for ML prediction models and 

then computed the performance and evaluation of these models. Authors compare 

the results of different models including Multilinear Regression, LR and XGBoost 

Classifier, RF Regressor and RF classifier, SVM, DT Classifier, NB Classifier and KNN+NCA 

and finally concluded that the performance of RF Regressor and FF Classifier is 

outclass.  

(Arpaci et al., 2021) used six different kind of classifier including PART, J48, IBk, BN, CR 

and Logistic by using 14 medical features to develop predictive model. The author 

use COVID retrospect 114 cases from a hospital which is situated in china. Finally they 

concluded that the result CR - meta classifier is the best with 84% accuracy for 

predicting corona positive and negative cases.  Since the spread of novel COVID-19 

is impacted by many variables, various sorts and intensities of intervention will bring 

totally different outcomes. Consequently, a simple framework can't be used for 

complete prediction. Novel COVID-19, as a recently arising infectious disease, is hard 

to anticipate its pandemic pattern when using sophisticated models with only a small 

number of parameters. So, a BP neural network model with fewer parameters is 

advantageous in demonstrating strategies with comparable execution. (Zhao et al., 

2021). COVID-19 is a significant concerning matter for all over the world. The latest 

daily basis data is collected from the website of university of johns Hopkins and applied 

the ARIMA model on COVID-19 information that is from January 20, 2020, to February 

10, 2020, to predict the COVID-19 cases all over the globe for the next two days. They 

have used partial autocorrelation (PACF) and the autocorrelation work (ACF) graph 

to pick the optimal model characteristics. (Benvenuto et al., 2020). 
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The primary purpose of (Daniyal et al., 2020) is to offer a prediction approach that 

may be used to anticipate Pakistan's COVID-19 mortality case trend. Using a 

descriptive statistical analysis, the victims of COVID-19 by age and gender were 

depicted. In this work, three regression models—logarithmic, linear, and quadratic—

were used to simulate COVID-19 mortality instances in Pakistan. On the basis of R2, 

adjusted R2, AIC, and BIC criteria, these three models were analyzed. The National 

Institute of Health of Pakistan provided the data used in the modelling, which covered 

the period from February 26, 2020, to August 5, 2020. The estimated data from all three 

approaches were shown against the observed data. Comparatively speaking to the 

other two models, quadratic regression exhibits a greater match. (Painuli et al., 2021) 

purposed a model for anticipating COVID-19 on the basis of symptoms, described by 

the CDC and the WHO. The author constructed a catalogue of symptoms into which 

standards were built and entered. These statistics were then utilized as raw data. The 

next step in organizing the data was feature extraction. They used ARIMA time series 

data to predict confirmed cases in various Indian states.  

The data were split into training data (80% of the data) and test data (20% of the 

data). They choose two techniques, RF and ETC, both of which are more than 90% 

accurate. ETC's accuracy rating is 93.62%, which is higher than RF's. In order to improve 

future work, additional factors and techniques can be used with ARIMA to get more 

precise results. Azarafza et al. (2020) use LSTM neural network for the prediction of 

COVID-19 at national and provincial levels in Iran and is used for time series modelling. 

For confirmed cases of COVID-19, the LSTM is applied. According to the Iranian 

Department of Health and Medical Education, the data included in the model was 

collected at the state level between February and March 2020. It also compared LSTM 

to seasonal ARIMA, moving average, and exponential smoothing approaches, and 

determined that LSTM outperformed the others. Khanday et al. (2020) used ensemble 

and standard ML techniques to classify linguistic clinician reports in this study into four 

categories. In feature engineering, the terminology bag of words (BOW), 

frequency/inverse features are expected (TFR/IDF), and reporting duration were 

employed. They collected data of 212 individuals' and information is archived from 

the open-source data repository GitHub, along with their corona virus and other viral 

symptoms. 

There are approximately 24 characteristics in data. Pipeline is being used to improve 

the accuracy of all ML algorithms. The data is divided in a 70:30 ratio, with 70% of the 

data used for training the model and 30% used for testing the model. It was discovered 

that logistic regression and multinomial Naive Bayesian classifiers produce 

outstanding results with 94 percent precision, 96 percent recall, 95 percent f1 score, 

and 96.2 percent accuracy. Other ML techniques that performed well were RF, SGB, 

DT and GB.  Mandayam et al. (2020) employed two supervised-learning models to 

generate estimations using the time series dataset for COVID-19. For the purpose of 

conducting experimentation in supervised learning, two regression models, LR and 

SVM were utilized. The fundamental dataset consists of 157 attributes and 266 tuples. 

Depending on locations, the dataset contains all the positive instances that were 

reported and dated from 01/22/20 to 06/22/20. The dataset is then divided into train 

and test data using the following ratios: 30:70, 50:50, 60:40, and 80:20. For more 

accurate results, the author divided the data set into 85:15 ratio. Finally, it is concluded 

that the LR technique performs better.   According to (C.-J. Huang et al., 2020) more 

than 346,000 confirmed cases and more than 14,700 deaths had occurred up until 

March 23, 2020, in 173 different nations and regions of the world. Over 81,000 

confirmed cases and over 3,200 fatalities were reported outside of China. This study 
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concentrated on several cities with the highest number of confirmed Chinese 

instances, along with a COVID-19 prediction method relying on the Convolutional 

Neural Network (CNN) approach. The measures of MAE and RMSE were used to 

compare the overall efficacies of various algorithms. The experiment results showed 

that the CNN model proposed in this study has the highest prediction efficacy when 

compared to other deep learning techniques. Pourhomayoun & Shakibi (2021) 

employed 307,382 labelled samples of both male patients and female patients, with 

a mean lifespan of 44.75, from a collection with more than 2.67 million COVID-19 

patient populations from 146 countries with test verification. A total of 112 parameters, 

including ailments, medical notes from physicians, demographic data, and biological 

data, were extracted out of the original dataset. Several ML models including SVM, 

ANN, RF, DT, LR, and KNN to compute the COVID-19 patient fatality rate. The results 

show that using neural network model, the assumptions about the fatality rate were 

generally accurate to 89.98%.  

(Sujath et al., 2020) offered a potential model to predict the spread of COVID-2019. 

The author applied linear regression, multilayer perceptron, and vector auto 

regression methods on the COVID-19 dataset. In the case of multivariate time series, 

the VAR model outperformed than other estimation techniques and is increasingly 

used in practical anticipating situations. Sun et al. (2020) made an effort to find the 

most suitable optimization technique for early COVID-19 recognition using clinical 

huge data including 912 participants from 18 clinics in Zhejiang. Five different classifiers 

including SVM, LR, DT, RF, and DNN were used. For the early COVID-19 quick 

screening, the LR algorithm is demonstrated to be the best strategy out of the five 

identification alternatives. Employing four ML techniques including SVM, NB, KNN, and 

RF. They categorized COVID-19 instances using human nucleotide DNA. Public 

coronavirus genotypes are gathered for the 2019 Novel Coronavirus Resource 

(2019nCoVR) by China's National Center for Bio information from a variety of 

databases, namely NCBI, NMDC, GISAID, and CNCB/NGDC. The practice of tenfold 

cross-validation was used. The accuracy of the KNN and RF strategies using genetic 

sequence traits was 92% and 93%, respectively, according to experimental 

observations. 

(Rochmawati et al., 2020), used a DT method is to characterize the ailments in a 

symptomatology dataset. J48 and Hoeffding Tree were employed on Weka. The data 

were divided into two groups: training data (66%), and testing data (34%). The HT and 

technique J48 are both relatively unremarkable. Just in terms of accuracy, precision, 

and recall, the J48 scores in this trial were marginally superior to those of the HT. The 

HT is less complex and has fewer nodes than J48, according to the results of the tree 

view.  Fayyoumi et al. (2020) collected larger dataset from common survey. Individuals 

who were willing to participate in the study were asked if they passed the eligibility 

requirements. This data served as the input for Logistic and Linear Regression, Support 

Vector Machine and Multi-Layer Perceptron. These algorithms were used to identify 

prospective COVID-19 patients based on their symptoms and indicators. When tried 

to compare to the other models, the MLP has demonstrated the highest accuracy 

(91.62%). The SVM, on the other hand, has the highest precision (91.67%).  

(Kumari et al., 2021) provides a comprehensive examination of newly formed 

estimation methods and calculates the number of verified, recovered, and fatal 

COVID-19 cases in India. Auto - correlation and auto regression have been 

implemented to improve accuracy along with regression coefficient and multiple 

linear regression employed for prognosis. They anticipated number of scenarios and 
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the actual values correspond well (0.9992 R-squared score). Based on verified, 

recovered, and fatal cases reported in India, the COVID-19 dataset is examined for 

coronavirus illness. The following methodology is employed to make accurate 

predictions for data from 20th of the March 2020 to 6th of the June 2020. This dataset's 

features primarily took confirmed, recovered, and death cases into consideration. 

Gupta et al. (2021) conducted analyses based on cases that occurred in India's 

various states in chronological order. The dataset includes COVID-19 data features 

that were obtained from the Ministry of Health and Family Welfare and from Kaggle. 

The dataset contains only 2342, COVID-19 cases from India between January 30, 2020 

and May 26, 2020. Researchers are using several divisions of categorization because 

the dataset contains various classes. Among these classifiers RF, LR, SVM, DT, and KNN, 

the RF having the highest accuracy of 83.54%. The random forest is utilized for 

outcome analysis and prediction. The K-fold cross-validation is used to evaluate the 

model's consistency.  

The COVID-19 dataset retrieved from John Hopkin's university-repository was used by 

(Gothai et al., 2021) .The data was collected in 2020 between January and 

December. For future prediction supervised machine learning methods including 

Time-series Holt's model, LR and SVR were used. In comparison to LR and SVR 

algorithms, this work provided a time series forecasting Holt's winter model that has 

superior precision in predicting future data with 87% accuracy. 

METHODOLOGY 

The most essential challenge in this research is to design the best predictive model 

that can predict COVID-19 more correctly. A tremendous amount of work is being 

done in this area, but due to the spread of the pandemic, there is still a need to build 

more accurate and efficient system. Because COVID-19 prediction plays such a vital 

role in our daily lives, researchers are working hard to enhance it. Various strategies 

have been used to predict COVID-19. One of them is "Data Mining," which produces 

reliable outcomes. We applied various data mining approaches to find a better 

prediction system. 

Proposed Model 

Different approaches will be used in the research in order to accomplish the research 

goals and objectives. The methodology is depicted in Figure 

Figure 1. 

Proposed Context Diagram/ Architecture 
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Domain Selection 

Although a lot of work has previously been carried out in this area, COVID-19 

prediction is one of the most concentrated research topics. A number of prediction 

techniques are used to forecast the COVID-19. We have selected this area for our 

research by considering the significance of a precise COVID-19 prediction. The 

primary datasets for our study project were obtained from the KAGGLE website, which 

is the most reliable source for real-world datasets. 

Data Source Identification 
The first stage involves identifying several data sources for the gathering of COVID-19 

prediction related facts. The data set utilized to develop and train the COVID-19 

prediction model, was obtained from open-source data made available by Kaggle 

and IHO. Information on the problem was gathered from various sources and saved 

in the system for future use. In the current stage, data was collected in raw form; we 

must preprocess it for the later steps. After the identification of the data sources, we 

move to the next stage, which is data collection. 

Data Collection 

The act of assembling, measuring, and evaluating an accurate data set for research 

purposes utilizing conventional verification methodologies is referred to as data 

collecting. We acquired datasets from KAGGLE for this research work because a 

researcher can evaluate his theory based on the data sets collected. The data set 

contains information about COVID-19 hospitalized patients. It comprised 

demographic information, admission and discharge dates, the number of deaths and 

cures, the location, age and gender derived from computerized records. All the 

attributes have been eliminated which are not necessary for our model. The data-set 

consists of multi-dimensional data that has been combined. It has textual data fields 

as well as numerical values.  

Table 1.  

Data set attributes 
Attribute no/ feature no Attribute name/ feature name 

1 Date 

2 Time 

3 State / UnionTerritory 

4 Confirmed Indian National 

5 Confirmed Foreign National 

6 Cured-COVID-cases 

7 Deaths-COVID-cases 

8 Confirmed-COVID-cases 

For the purposes of the experiment, Integer values were used to encode text data. 

Table: 1 shows the attributes which were examined in the dataset corresponding to 

the ML model. 

Implementation Programming Language 
The programming language we’ll be utilizing for this research is Python. When it was 

initially launched in 1991, Guido van Rossum gave it its initial introduction. The rising 

use of Data Science over the past few years has been credited with the Python 

programming language’s surge in popularity. Python is an interpreted language for 

object-oriented programming with a high level of abstraction that is utilized in many 

different contexts, including data analysis projects, website backend code, and 

scientific research. 
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Google Colab 

We make use of the Google Colab for this research. Google Research created 

the”Colab” product. With Colab, anyone can write and execute arbitrary Python 

code in the browser, making it a fantastic tool for machine learning, data analysis, 

and all forms of education. Google Colaboratory offers free usage of Jupyter 

Notebooks. Given that it is a Google cloud-based service, using it is totally free. One 

benefit of Colab is that there is no need for pre-installation. As above mentioned that 

this service is an excellent free rendition of a hosted Jupyter notebook that does not 

required any configuration and gives users exposure to Google's computational 

capabilities, particularly GPUs and TPUs. When the browser is closed, a Colab’s 

instance can run for up to 12 hours and 90 minutes before being declared idle and 

being recycled. With Google Colab, you can study and construct Python machine 

learning models quickly. It is built on the Jupyter notebook and allows for 

collaboration. The notebooks can be shared and edited by the team members even 

when they are separated geographically. It is also possible to post the notebooks on 

GitHub and make them available to the broader public. Many well-known machine 

learning frameworks, such as PyTorch, TensorFlow, Keras, and OpenCV, are supported 

by Colab.  

Data transformation 

Data preparation and transformation are steps in the data mining process that aim to 

increase the effectiveness of knowledge discovery. The first step in data preprocessing 

is to collect only relevant dataset components that are helpful to this research work. 

Dataset components that are unrelated to our research, such as inconsistent and 

lacking in clear behaviors or trends are discarded before being stored. After that we 

converted textual data into numeric by using transformation functionality of PYTHON. 

Classification 

Classification is the process of categorizing data in order to give it a defined form and 

cohesive structure that allows it to be applied in the most systematic and efficient 

possible way. Classification is the technique of dividing the data into different groups. 

It is the process of aggregating statistical data into separate homogeneous groups 

that allows for easy interpretation. In classification first we will apply NB, DT, RF, SVM, 

GB and XGBoost classifier on data sets. After classification we moved to testing and 

evaluation.  

Model Building 

It is challenge in constructing a model for the COVID-19 prediction. The first and most 

crucial element for this is to have background knowledge about COVID as well as 

about prediction models. As COVID-19 begins in start of 2020, various methods and 

prediction models are employed. The model that will be used to predict COVID-19 is 

computer-based, and it uses Python to test and train on COVID datasets. The object-

oriented programming language "PYTHON" is used for a variety of activities it also 

includes automated machine learning methods for data mining.  

Procedure 

We are building a ML-based methodology that includes the four stages listed below. 

Step 1: Considering the training-testing principle, construct a multi-class classification 

model.  
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The COVID-19 dataset’s parameters for date, time, and state was obtained from 

Kaggle, and training and testing were undertaken at 80% and 20%, correspondingly.  

Step2: Feature extraction.  

To keep the model's complexity modest, we solely selected the much more critical 

features before initiating the prototype process. "Feature extraction" refers to 

processes that limit the quantity of data that must be processed while still precisely 

and thoroughly characterising the initial data set by picking certain variables and/or 

combining them to form features. The goal of extracting features is to reduce the 

amount of characteristics in a dataset by producing new ones from the existing ones. 

Step 3: Training and testing by multi-classification 

The data set is then modelled using NB, DT, RF, SVM, GB, and XGBoost ML 

techniques with 80% training and 20% testing. 

ANALYSIS AND DISCUSSION 

Once results are obtained and recorded, analysis of them becomes a crucial and 

attention-grabbing task. As a result, each outcome is thoroughly examined one by 

one. Results with a higher number of inaccurate data are ignored, and classification 

is again applied another time to those datasets after modification. In the results, it is 

also examined for true positives and false negatives. After a comprehensive 

examination of the findings, the results of the work are evaluated. 

RESULTS AND DISCUSSION 

Six approaches which have been demonstrated to be the most appropriate for the 

classification challenge to predict COVID-19 are: 

• RF (Random-Forests) 

• DT (Decision-Tree) 

• SVM (Support Vector Machine) 

• NB (NaïveBayes) 

• GB (Gradient-Boosting) 

• XGB (XGBoost) 

After splitting dataset with training, 80%, and dataset 20% for test different ML models 

are applied to measure the accuracy for each three cases including Confirmed 

cases, Cured cases and for death cases. 

Confirmed cases 

For confirmed, cured and death cases almost all attributes of the dataset such as 

Date, Time, State or Union-Territory, Confirmed-Indian-National, Confirmed-Foreign-

National, Cured Cases, Deaths Cases and Confirmed Cases are used. Table 2 shows 

Performance of Algorithms for Confirmed cases.The Performance of each algorithm 

is shown in table 2, which indicates the total count of correctly classified instances of 

class in percentage for the confirmed cases.  

Table 2.  

Performance for Confirmed cases 

Classifier Accuracy Precision Recall F-Measure 

GB 0.90 0.64 0.66 0.64 

XGBoost 0.89 0.58 0.61 0.59 
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DT 0.89 0.58 0.59 0.58 

RF 0.68 0.33 0.36 0.34 

SVM 0.76 0.45 0.47 0.44 

NB 0.89 0.58 0.60 0.59 

Cured cases: 

The Performance of each algorithm for cured cases is shown in table 3, which 

indicates the total count of correctly classified instances of class in percentage for 

the confirmed cases.  

Table 3. 

Performance for Cured cases 

Classifier Accuracy Precision Recall F-Measure 

GB 0.90 0.60 0.59 0.59 

XGBoost 0.89 0.69 0.71 0.69 

DT 0.83 0.78 0.73 0.73 

RF 0.86 0.78 0.66 0.70 

SVM 0.69 0.24 0.15 0.17 

NB 0.24 0.40 0.30 0.33 

Death cases 

The performance of each algorithm for death is shown in table 4, which indicates the 

total count of correctly classified instances of class in percentage for the confirmed 

cases.  
Table 4. 

Performance for Death cases 

Classifier Accuracy Precision Recall F-Measure 

GB 0.92 0.64 0.50 0.55 

XGBoost 0.88 0.69 0.66 0.69 

DT 0.83 0.41 0.40 0.40 

RF 0.86 0.71 0.61 0.63 

SVM 0.74 0.42 0.34 0.35 

NB 0.49 0.27 0.27 0.23 

 

The overall result for confirmed, cured and death is shown in table 5. 

Table 5. 

Accuracy for all three cases 

Model Confirmed Accuracy Cured  accuracy Death accuracy 

GB 90% 90% 92% 

XGBoost 89% 89% 88% 

DT 89% 83% 83% 

RF 68% 86% 86% 

SVM 76% 69% 74% 

NB 89% 49% 24% 

 

The overall results of different models for different cases are mention in above table 

5 and result shows that the Gradient Boosting Classifier gives more accurate result in 

each case and these results are graphically represented in figure 2.  
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Figure 2. 

Comparison for all three cases 

CONCLUSION 

There are numerous techniques and models for COVID-19 prediction, such as graph 

plotting and R-programming models, but these are time consuming and extensive. In 

this study, a comprehensive literature evaluation was done to determine the optimal 

technique to utilize for COVID-19 patient prediction. The primary objective of this 

research is to develop an efficient Machine learning model that will generate more 

accurate prediction results in a minimum amount of time while using the least amount 

of resources. For improvement of the accuracy, researcher employed several 

machine learning models such as RF, DT, SVM, NB, GB, XGBoost on numerical data 

sets. In order to test the accuracy of machine learning models, each algorithm is 

trained with sample sets including varying quantities of patient records. The 

performance of the trained algorithms was assessed using an accuracy performance 

indicator. After data analyses we come to know GB is out performed than XGBoost, 

RF, DT, SVM, NB. This research work determines Covd-19 cases for future. The proposed 

system will be implemented in the following two steps including preprocessing and 

training testing. After training the models with 80percent data from all above-

mentioned models the Gradient Boosting Classifier give more accurate result with 

accuracy 90%, 90% and 92% correspondingly for confirmed cases, Cured, and Death 

cases. The next algorithms is XGBoost which give second more accurate result with 

accuracies of 89%, 89% and 88%. The third one is Decision Tree whose accuracies are 

89%, 83% and 83%. The Random Forest is on fourth number with 68%, 86% and 86% and 

the fifth one is Support Vector Machine with 76%, 69% and 73% accuracies. The sixth 

and final is Naïve Bayes with accuracy 89%, 49% and 24% respectively. 

FUTURE WORK 

Healthcare offers a lot of promise for ML. Future research should concentrate on 

tailored and collective techniques that can address unusual problems more rapidly 
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and efficiently than existing techniques. It is also conceivable to create an AI-based 

application that recognizes and classifies ailments using a broad range of sensors and 

parameters. It is possible to enlarge the purview of the suggested study to include the 

diagnosis of a variety of illnesses, including diabetes, heart disease, lung infections, 

biliary disorders, and more. A system that can anticipate recognize the danger of the 

breakout of novel ailments that might harm civilization by accounting for both 

socioeconomic and cultural aspects can be constructed, since healthcare prediction 

is a crucial subject for the future. For greater performance, one can also employ 

different classifier or a hybrid approach. 
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